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AMD-8131™ PCI-X Tunnel Data Sheet

Preliminary AMD-8131™ Hyper Transport™ PCI-X Tunnel
Data Sheet

Overview

The AMD-8131™ Hyper Transport™ PCI-X Tunnel (referred to asthe IC in this document) isa
HyperTransport™ technology (referred to as link in this document) tunnel developed by AMD that provides
two PCI-X bridges.

1.1 DeviceFeatures

e HyperTransport technology tunnel with side A
and side B.

Side A is 16 hits (input and output); side B is
8 hits.

Either side may connect to the host or to a
downstream HyperTransport technology
compliant device.

Each side supports HyperTransport technol -
ogy-defined reduced bit widths: 8-hit, 4-bit,
and 2-bit.

Each side supports transfer rates of 1600,
1200, 800, and 400 mega-transfers per sec-
ond.

Maximum bandwidth is 6.4 gigabytes per
second acrossside A (half upstream and half
downstream) and 3.2 gigabytes per second
across side B.

I ndependent transfer rate and bit width
selection for each side.

Link disconnect protocol supported.

Two PCI-X (rev. 1.0) bridges: bridge A and
bridge B.

Each bridge supports a 64-bit data bus.
Each bridge supports operational modes of
PCI-X and legacy PCI revision 2.2 protocol.
Bridges support 133, 100, and 66 MHz
transfer ratesin PCI-X mode.

Bridges support 66 and 33 MHz transfer
ratesin PCl mode.

I ndependent transfer rates and operational
modes for each bridge.

Each bridge includes support for upto 5 PCI
masters with clock, request, and grant sig-
nals.

Each bridge includes an IOAPIC with four
redirection registers. Legacy interrupt con-
troller and IOA PIC modes supported.
SHPC-compliant hot plug controller and
support.

37.5 x 37.5 millimeter, 829-pin BGA package.
3.3volt PCI-X signaling; 1.2 volt link signaling;

1.8 volt core.
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Figure 1: System block diagram.
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2 Ordering Information

AMD-8131 BL C

Case Temperature
C = Commercia temperature range

Package Type
BL = Organic Ball Grid Array with lid

Family/Core
AMD-8131™ device

3 Signal Descriptions

3.1 Terminology

See section 5.1.2 for a description of the register naming convention used in this document. See the
AMD-8131™ HyperTransport™ PCI-X Tunnel Design Guide for additional information.

Signals with a# suffix are active low.

Signals described in this chapter utilize the following 10 cdll types:

Name |Notes
[nput Input signal only.
Output  |Output signal only. Thisincludes outputs that are capable of being in the high-impedance state.
oD Open drain output. These signals are driven low and expected to be pulled high by external circuitry.
10 Input or output signal.
IOD Input or open-drain output.
Analog |Analog signal.
w/PU  |With pullup. The signa includes a pullup resistor to the signal’s power plane. The resistor value is nomi-
nally 8K ohms.

Table 1: 10 signal types.

The following provides definitions and reference data about each of the IC pins. “During Reset” provides the
state of the pin while RESET# is asserted. “ After Reset” provides the state of the pin immediately after
RESET# is deasserted. “Func.” means that the pin isfunctional and operating per its defined function.
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3.2 Tunnel Link Signals

The following are signal s associated with the HyperTransport links. [B, A] in the signal names below refer to
the A and B sides of the tunnel. [P, N] are the positive and negative sides of differential pairs.

Pin name and description [O cell | Power |During| After
type |plane* | reset | reset

LDTCOMP[3:0]. Link compensation pinsfor both sides of the tunnel. Theseare |Analog| VDD-
designed to be connected through resistors as follows: 12A

Bit  Function External Connection

[0] Positivereceive compensation  Resistor to VDD12B

[1] Negativereceive compensation Resistor to VSS

[3, 2] Transmit compensation Resistor from bit [2] to bit [3]

These resistors are used by the compensation circuit. The output of this circuit is
combined with DevA:0x[E8, E4, EQ] to determine compensation values that are
passed to the link PHY's.

LRACAD_[P, N][15:0]; LRBCAD_J[P, N][7:0]. Receive link command-address- Link |vDD12

data bus. input
LRACLKIZL, 0]_[P,N]; LRBCLKO [P, N]. Receivelink clock. Link |vDD12
input
LR[B, A]JCTL_[P, N]. Receive link control signal. Link |vDD12
input
LTACAD_[P, N][15:0]; LTBCAD_JP, N][7:0]. Transmit link command-address- Link |vDD12| Diff | Func.
data bus. output High**
LTACLKI1, 0]_[P, NJ; LTBCLKO_[P, N]. Transmit link clock. Link |vDD12| Func. | Func.
output
LT[B, A]CTL_[P, N]. Transmit link control signal. Link |vDD12| Diff | Func.
output Low**

* The signals connected to the A side of the tunnel are powered by VDD12A and the signals connected to the
B side of the tunnel are powered by VDD12B.

** Diff High and Diff Low for these link pins specify differential high and low; e.g., Diff High specifies that
the Psignal ishigh and the N signal islow.

If one of the sides of the tunnel is not used on a platform, then the unconnected link should be treated as fol-
lows, for every 10 differential pairs: connect all of the P differential inputs together and through a resistor to
VSS; connect all the N differential inputs together and through aresistor to VDD12; leave the differential out-
puts unconnected. If there are unused link signals on an active link (because the IC is connected to a device
with areduced bit width), then the unused differential inputs and outputs should also be connected in this way.
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3.3 PCI-X Signals

AMD-8131™ PCI-X Tunnel Data Sheet

[B, A] in the following signal names s used to differentiate between PCI-X bridge A and PCI-X bridge B.
“Normal” refersto non-hot plug mode (DevA:0x48[HPENB, HPENA]) or hot plug mode with external isola-
tion switches (Dev[B, A]:0x40[HPSSSH]); “ Single slot HP” refers to hot plug mode while Dev[B,
A]:0x40[HPSSS#] islow. When in “normal” mode, PCI-X signals that typically connect to the slot are placed
into the “During reset” state when [B, A]_PRESET# is asserted; the other signals are placed into the “During
reset” state only when RESET# is asserted. The “ Single slot HP”, “During reset” column refers to while

RESET# is asserted for all the signals.

Pin name and description

10 cell
type

Power
plane

Normal

Singleslot HP

During
reset

After
r eset

During
reset

After
r eset

[B, A]_ACK®64#. PCI-X acknowledge for 64-bit transfers.

10

VDD33

3-State

3-State

Low

Low

[B, A]_AD[63:0]. PCI-X address-data bus.

10

VDD33

Low

Parked

Low

Low

[B, A]_CBE_L[7:0]. PCI-X command-byte enable bus.

10

VDD33

Low

Parked

Low

Low

A_COMPAT. Strapping option to specify if PCI-X bridge A isthe
default bus in the system. This may only be associated with PCI-X
bridge A. See aso DevA:0x48[ COMPAT].

Input

VDD33

[B, A]_DEVSEL#. PCI-X device select signal. During reset, these
signals may be 3-state or they may be driven, based on the
requirements of the PCI-X initialization pattern.

VDD33

See |eft

3-State

[B, A]_FRAME#. PCI-X frame signal.

VDD33

3-State

3-State

Low

Low

[B, A]_GNTI[4:Q)#. PCI-X master grant signals. Some of these
signals are an input while PWROK is deasserted; all other times,
they are outputs. [B, A]_GNT[4:3]# each require a strapping
resistor to help specify the bridge operationg frequency after a
PWROK reset; see section 4.2. Note: A_GNT[2:1] require weak
pull-up resistors to VDD 33.

B_GNT2#is an input while PWROK islow and an output at all
other times. Asan input, it is used to specify the default state of
DevB:0x40[HPSSSH]. HPSSS# specifies if the IC supports a
single hot plug slot on the bridge without external isolation
switches. A weak resistor should be tied from this signal to
VVDD33 or to ground.

[B, A]_HPSORLC. Hot plug serial output reset latch clock output
(alternate functionsto [B, A]_GNT4# selected by hot plug mode,
DevA:0x48[HPENA, HPENB]). These are used in support of the
hot plug seria interface. See section 4.5.3.3 for details.

VDD33

High

High

[O]is
Low;

[4:1]
are
high

[O]is
Low;

[4:1]
are
high

[B, A]_IRDY#. PCI-X master ready signal.

10

VDD33

3-State

3-State

Low

Low

[B, A]_MB66EN. Frequency select input for [B, A]_PCLK whilein
conventional PCI mode. When not in hot plug mode, the state of
thissignal iscaptured at therising edge [B, A] _PRESET# and (see
section 4.2.1). After the corresponding [B, A]_PRESET# signal
goes high, the state of [B, A]_M66EN isignored. In hot plug
mode, this signal may be driven low as an output after
initialization.

IOD

VDD33

3-State

3-State

Low

Low

[B, A]_PAR. PCI-X parity signal.

VDD33

Func.
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Pin name and description 1O cell | Power Normal Singleslot HP
type | plane |pyring| After [During| After
reset | reset | reset | reset
[B, A]_PARG64. PCI-X upper 32-bit parity signal for 64-bit IO |vDD33| Low | Func. | Low | Low
transfers.
[B, A]_PCIXCAP. PCI-X frequency capahilities selection. The Input [VDD33
state of this signal is captured at the rising edge [B, A]_PRESET#
and used to determine the bus mode (see section 4.2.1). After the
corresponding [B, A]_PRESET# signal goes high, the state of [B,
A]_PCIXCAP isignored.
[B, A]_PCLK[4:0]. Upto 133 MHz PCI-X clock outputs. |O(See|VDD33| Func. | Func. | [4:1]: | [4:1]:
left) Func. | Func.
[B, A]_HPSID. Hot plug serial input data (alternative function to
[B, A]_PCLK4# selected by hot plug mode, DevA:0x48[HPENA, [O]: [O]:
HPENB]). See section 4.5.3.3 for details. Low | Low
[B, A]_PERR#. PCI-X parity error. Thissignal isonly applicable | 10 |VDDS33|3-State | 3-State| Low | Low
to parity errors on the secondary PCI-X bus interface.
[B, A]_PIRQIA, B, C, D]#. PCI-X interrupt requests. [B, IOD; |VDD33| 3-State | 3-State| Low | Low
A]_PIRQA# may bean input or an open-drain output in support of | input
the hot plug controller. [B, A]_PIRQI[B, C, D]# are inputs only.
[B, A]_PLLCLKO. PLL clock output. See section 4.3 for details. | Output |VDD33| Func. | Func. | Func. | Func.
[B, A] PLLCLKI.PLL clock input. See section 4.3 for details. Input |VDD33
[B, A]_PME#. Power management event interrupt. ThelC asserts | OD |VDD33| 3-State | 3-State | 3-State | 3-State
this signal when SHPC-defined power management events occur.
Thissignal istypically connected to the system Southbridge,
where it may be used to initate system state transitions.
[B, A]_PRESET#. Secondary PCI busreset. Thisis asserted Output [VDD33| Low | High | Low | High
whenever RESET# is asserted or when programmed by Dev[B,
A]:0x3C[SBRST]. Assertion of this pin does not reset any logic
internal to the IC. Note: the PCI requirement for a delay between
the rising edge of RST# and the first configuration access is not
enforced by the I|C with hardware; it is expected that this
requirement be enforced through software.
In hot plug mode, thisis connected to [B, A]_HPSORR# of the
power controller. See section 4.5.3.3 for details.
[B, A]_REQJ[4:Q]#. PCI-X master request input signals. IO (See|VDD33| REQs | REQs | [O0]: [O]:
A_REQ[2:0]# are used for test-mode selection; see section 9. left) are are Low; | Low;
inputs; | inputs; | [3:1]: | [3:1]:
[B, A]_HPSOL C. Hot plug serial output latch clock (alternative HP- HP- | inputs; | inputs;
function to [B, A]_REQ4 selected by hot plug mode, SOLC: | SOLC:| HP- HP-
DevA:0x48[HPENA, HPENB]). See section 4.5.3.3 for details. High | High | SOLC: | SOLC:
High | High
[B, A]_REQ®64#. PCI-X request for 64-bit transfers. ThelCdrives| 10 |VDD33| Low |3-State| Low | Low
thissignal to the asserted state while[B, A]_PRESET# is asserted.
[B, A]_SERR#. PCI-X system error signal. Input |VDD33 Low | Low
[B, A]_STOP#. PCI-X target abort signal. During reset, these IO |VDD33|Seeleft| 3-State| Low | Low
signals may be 3-state or they may be driven, based on the
requirements of the PCI-X initialization pattern.

10
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Pin name and description 1O cell | Power Normal Singleslot HP
type | plane |pyring| After [During| After

reset reset reset I eset

[B, A]_TRDY#. PCI-X target ready signal. During reset, these IO |VDD33|Seeleft| 3-State| Low | Low
signals may be 3-state or they may be driven, based on the
requirements of the PCI-X initialization pattern.

HPSIC. Hot plug serial input clock; see section 4.5.3.3 for details. [IO(See|VDD33| High | High | High | High
Thissigna isan input only while PWROK islow and an output at | left)
all other times. Asan input, it is used to specify the default state of
DevA:0x40[HPSSSH]. HPSSSH# specifiesif the |C supports a
single hot plug slot on the bridge without external isolation
switches. A weak resistor should be tied from this signal to

VDD33 or to ground.
HPSIL# Hot plug serial input load; see section 4.5.3.3 for details. [IO(See|VDD33| High | High | High | High
Thissignal isan input while PWROK islow and an output at all left)

other times. Asan input, it is used to specify if bridge B of the IC
isin hot plug mode or not; the latched stateis availablein
DevA:0x48[HPENB]. To specify that bridge B isin hot plug
mode, aweak resistor to VDD33 should be placed on thissignal.
To specify that bridge B isnot in hot plug mode, a weak pulldown
resistor to ground should be placed on this node. When neither
bridge A nor B are in hot plug mode, thissignal is alwaysdriven

high.

HPSOC. Hot plug serial output clock; see section 4.5.3.3 for Output |[VDD33| High | High | High | High
details.

HPSOD. Hot plug serial output data; see section 4.5.3.3 for IO(See|VDD33| Low | High | Low | High

details. Thissignal isan input while PWROK islow and an output | left)
at all other times. As an input, it is used to specify if bridge A of
the IC isin hot plug mode or not; the latched state is available in
DevA:0x48[HPENA]. To specify that bridge A isin hot plug
mode, aweak resistor to VDD33 should be placed on thissignal.
To specify that bridge A isnot in hot plug mode, aweak pulldown
resistor to ground should be placed on this node. When neither
bridge A nor B are in hot plug mode, thissignal is alwaysdriven
low.

NIOAIRQ[A, B, C, D]# Non-IOAPIC interrupt requests. Eachof | OD |VDD33| 3-State | 3-State | 3-State | 3-State
these signals require aweak pullup resistor to VDD33. In
particular, if the state of NIOAIRQCH# islow during therising edge
of PWROK, then the I|C will enter a production test mode that
results in undefined behavior in [B, A]_PLLCLKO and [B,
A]_PLLCLKI. See section 4.5.2 and Dev[B,
A]:0x40[NIOAMODE] for detail s about the function of these pins.

P_CAL, P_CAL# PCI-X PHY calibration pins. These are Input [VDD33
designed for the following external circuit: P_CAL should be
connected through aresistor to ground; P_CAL# should be
conneced through aresistor to VDD33. The calculated calibration
values associated with these resistors are provided DevA:0x[54,
50][CALCCOMP].
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If abridgeisto be left unused, the signals associated with that bridge should be connected as follows:

e Thefollowing signals do not require any connection: [B, A] AD[63:0], [B, A] CBE L[7:0], [B, A]_PAR,
[B, A]_PARG64, [B, A]_PCLK][4:0], [B, A]_PRESET#.

e Thefollowing signals should be tied high through resistors. [B, A] ACK64#, [B, A] DEVSEL#, [B,
A]_FRAME#, [B, A]_IRDY#, [B, A] PERR#, [B, A]_PIRQ[D:A]#, [B, A]_REQ[4:0]#, [B, A]_SERR#, [B,
A]_STOP#, [B, A]_TRDY#, [B, A]_GNT[4:0)#, [B, A]_PME#, [B, A]_REQ64#.

» Thefollowing signals should be grounded: [B, A] PCIXCAP, [B, A]_M66EN.

e [B, A] PLLCLKO should be connected to [B, A] PLLCLKI.

12
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3.4 Test and Miscellaneous Signals

Pin name and description [O cell | Power |During| After
type | plane | reset | reset

CMPOVR. Link automatic compensation override. 0=Link automatic compensation | Input |VDD33
is enabled. 1=The compensation values stored in DevA:0x[EO, E4, E8] control the
compensation circuit. The state of this signal determines the default value for
DevA:0x[EOQ, E4, E8][ACTL and BCTL] at the rising edge of PWROK.

FREE[22:1]. These pins should be | eft unconnected.
LDTSTOPH#. Link disconnect control signal. This pinisalso used for test-mode Input [VDD33
selection; see section 9.

NCJ[3:0]. These pins should be left unconnected.

PWROK. Power OK. 1=All power planes are valid. Therising edge of thissignal is| Input [VDD33
deglitched; it is not observed internally until it is high for more than 6 consecutive
REFCLK cycles. See section 4.2 for more details about this signal.

REFCLK. 66 MHz reference clock. Thisisrequired to be operational andvalidfora| Input [VDD33
minimum of 200 microseconds prior to the rising edge of PWROK and alwayswhile
PWROK is high.

RESET#. Reset input. See section 4.2 for details. Note: RESET#isaso used asthe | Input [VDD33
hot plug [B, A]_HPSOR# reset. When RESET# is asserted, the hot plug shift
register and control latches are reset.

RSVD[22:0]. These pins should be left unconnected.

STRAPL[3:2]. Strapping options to be tied low. These pins should be tied to Input [VDD33
ground.

TEST. Thispinisrequired to be tied low for functional operation. See section 9 for | Input |VDD33
details.

3.5 Power and Ground

VDD12[B, A]. 1.2 volt power plane for the HyperTransport technology pins. VDD12A provides power to the
A side of the tunnel. VDD12B provides power to the B side of the tunnel.

VDD18. 1.8-volt power plane for the core of the IC.

VDDA18. Analog 1.8-volt power plane for the PLLsin the core of the IC. This power planeisrequired to be
filtered from digital noise.

VDD33. 3.3-volt power planefor |O.
V' SS. Ground.

35.1 Power Plane Sequencing

The following are power plane requirements that may imply power supply sequencing requirements.
e VDD33isrequired to always be higher than VDD18, VDDA18, and VDD12[B, A].
e VDD18 and VDDA18 arerequired to always be higher than VDD12[B, A].
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4 Functional Operation
4.1 Overview

The IC connects to the host through either the side A or side B HyperTransport™ link interface. The other side
of the tunnel may or may not be connected to another device. Host-initiated transactions that do not target the
I C or the bridge flow through the tunnel to the downstream device. Transactions claimed by the device are
passed to internal registers or to one of the PCI-X bridges.

See section 5.1 for detail s about the software view of the IC. See section 5.1.2 for adescription of the register
naming convention. See the AMD-8131™ HyperTransport™ PCI-X Tunnel Design Guide for additional infor-
mation.

4.2 Reset And Initialization

RESET# and PWROK are both required to be low while the power planesto the IC areinvalid and for at least
1 millisecond after the power planes are valid. Deassertion of PWROK isreferred to as a cold reset. After
PWROK is brought high, RESET# isrequired to stay low for at least 1 additional millisecond. After RESET#
is brought high, the links go through the initialization sequence.

After acold reset, the IC can be reset by asserting RESET# while PWROK remains high. Thisisreferred to as
awarmreset. RESET# must be asserted for no less than 1 millisecond during a warm reset.

421 Non-Hot Plug I nitialization

The operational mode (conventional PCI or PCI-X) and frequency of the PCI-X bridges ([B, A] _PCLK[4:0])
are determined after acold reset by the[B, A] PCIXCAPsignals, the[B, A]_M66EN signals, and by strapping
resistorson [B, A]_GNT[4:3] (the A_signals specify bridge A and the B_ signals specify bridge B). For [B,
A] GNTI[4:3],toselect a1, apullup resistor to VDD33 is placed on the signal; to select a 0, a pulldown resis-
tor to ground is placed on the signal. The mode and frequency is determined while PWROK islow and held
after PWROK goes high. The options and associated selects are:

GNT[4:3]# PCIXCAP MG66EN  Mode Frequency Supported R/G/P
XXb Grounded 0 Conventional PCI  33.33 MHz [4:0]
XXb Grounded 1 Conventional PCI 66.67 MHz [3:0]
XXb Middle voltage X PCI-X 66.67 MHz [3:0]
01b Pullup to VDD33 X PCI-X 100.00 MHz  [3:0]
00b Pullup to VDD33 X PCI-X 133.33MHz  [2:0]
Notes to the above table:

» X means that the state does not matter to the IC.

e The GNT[4:3]# column shows the value |latched by the IC while PWROK islow.

» The PCIXCAP column indicates how the I C observes PCIXCAP. Grounded indicates PCIXCAP istied to
ground. Middle voltage indicates PCIXCAP istied to a pullup resistor to VDD33 and between 1 and 5 paral-
lel pulldown resisters to ground; these pulldown resistors may come from the systemboard and from cards
located in up to four slots. Pullup to VDD33 indicates PCIXCAPistied to apullup resistor to VDD33 and no
pulldown resistors.

» The Supported R/G/P column indicates the sets of REQ#, GNT#, and PCLK signalsthat are supported by the
IC’s bridge in that mode (there may be other constraints such as electrical requirements that further limit the
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number of external devices supported).

« |f abridge from the IC supports 5 slots, then only 33 MHz conventional PClI mode is supported. In this situ-
ation, M66EN and PCIXCAP should be grounded on the systemboard to the slots so that all PCI cards prop-
erly initialize.

» The state of the strapsisreflected in Dev[B, A]:0xAO0[SCF] and Dev[B, A]:0x40[CPCI66] after a cold reset.

* |f the systemboard supports PCI-X mode operation for a bridge, then a pullup resistor to VDD33 must be
placed on the bridge's PCIXCAP pin. To limit the frequency of a PCI-X-capable bridge to 66 MHz on a sys-
temboard, the systemboard must also include a pulldown resistor from the bridge’s PCIXCAP pin to ground.
The strapping options on GNT[4:3]# are used to distinguish between systems that support 100MHz and 133
MHz; in either of these two cases, the system board should include no pulldown resistors on PCIXCAP.

4.2.2 Hot Plug Initialization

Bridgesin hot plug mode are always placed into 33 MHz, conventional PCI mode after RESET# is asserted.
The operational speed and mode are then initialized by software through the following steps: (1) initialization
of write once registersin the SHPC[B, A]: XX register block, (2) optional execution of Power Only All Slots
SHPC command, (3) acquisition of the capabilities and presence information for each dot by observing the
RST#, M66EN, PCIXCAP, PRSNT1#, and PRSNT2# signals, (4) determination of the highest common bus
frequency and mode that may be selected, (5) execution of Set Bus Segment Speed/Mode SHPC command for
the selected speed and mode, and (6) execution of Enable All Slots SHPC command.

This sequence isthe same when hot plug single-slot support is selected (Dev[B, A]:0x40[HPSSS#]). However,
all of the slot signals are forced low until the slot is powered.

4.3 Clocking

It isrequired that REFCLK bevalid in order for the IC to operate. Also, the LR[B, A]CLK inputs from the
operation links must also be valid at the frequency defined DevA:0xCC[FREQA] and DevA:0xDO[FREQB].
The IC provides[B, A]_PCLK]4:0] asthe clocks to the secondary bus devices.

43.1 Systemboard Requirements

The IC provides the PCI clocks for secondary-bus devices, [B, A] _PCLK[4:0], and a PLL feedback for itself,
[B, A]_PLLCLKOto[B, A] PLLCLKI.[B, A] PLLCLKO isfixed at 66 MHz while[B, A]_PCLK[4:0] var-
ies based on the specified secondary-bus frequency.

The systemboard is required to include aloopback connection from [B, A] PLLCLKOto[B, A] PLLCLKI.
The length of this connection is required to be approximately the same as the length of the [B, A]_PCLK traces
from the IC to the external PCI devices (the length of the connection from A_PLLCLKO to A_PLLCLKI
should be the same as the length of the A_PCLK signals and the length of the connection from B_PLLCLKO
to B_PLLCLKI should be the same as the length of the B_PCLK signals) such that the flight time of the[B,
A]_PCLK signalsisthe same as the flight time of the PLL feedback. Flight time is defined as the time differ-
ence between the rising edge of the clock as observed at the source of the systemboard trace ([B,

A] PLLCLKO and[B, A]_PCLK at the IC) and therising edge of the clock as observed at the destination of
the systemboard trace ([B, A] PLLCLKI atthe IC and [B, A]_PCLK at the external device), as shown in Fig-
ure 2.

The IC isdesigned such that, for the purposes of meeting the |C AC timing requirements, if the PCLK flight
time matches the PLL feedback flight time, then PCLK as observed at the destination is equivalent to the PCI-
defined PCLK signal to the IC. Accordingly, the PLL feedback flight timeis required to be the same as any of
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the PCLK trace flight times (for a bridge), within the skew limits specified by the PCI specifications for PCLK
to different devices (2 nsfor conventional PCI 33 MHz; 1 nsfor conventional PClI 66 MHz; 0.5 nsfor all PCI-
X mode frequencies).

To improve the correlation between PCLK and the PLL feedback flight time, the delay of [B, A] PLLCLKO

and [B, A]_PCLK]4:Q], relative to each other, may be altered through Dev[B, A]:0x40[PCLKDEL,

PLLODEL]. However, the delay created by each increment of Dev[B, A]:0x40[PCLKDEL and PLLODEL]

varies from device to device. Therefore, DevA:0x48[BDCV] provides the approximate time differential for

each increment of Dev[B, A]:0x40[PCLKDEL and PLLODEL] on agiven device. Thus, the values pro-

grammed into Dev[B, A]:0x40[PCLKDEL and PLLODEL] should be determined using DevA:0x48[BDCV]

to adjust timing on a platform as follows:

« |f the PLL feedback flight time is greater than the PCLK flight time by n picoseconds, then Dev[B,
A]:0x40[PCLKDEL] should be set to: n/ (1250 / DevA:0x43[BDCV]).

« |f the PLL feedback flight time islessthan the PCLK flight time by n picoseconds, then Dev[B,
A]:0x40[PLLODEL] should be set to: n/ (1250 / DevA:0x48[BDCV]).

The result of the above equations should be rounded to the nearest integer for best accuracy. Note that only one
of Dev[B, A]:0x40[PCLKDEL] or Dev[B, A]:0x40[ PLLODEL] should be set to a value other than zero, never
both.

The PCLK flight time may vary with different [B, A]_PCLK frequencies (this may be a consequence of imper-
fect signal integrity of [B, A]_PCLK). These differencesin flight time may be accounted for on a platform by:
(1) for each supported [B, A] PCLK frequency, determine the different time adjustment values required, and
(2) use system BIOS to program Dev[B, A]:0x40[PCLKDEL and PLLODEL] to correct by these time adjust-
ment values based on the [B, A]_PCLK frequency and DevA:0x48[BDCV].

PLL and A bridge of thelC
clock tree < REFCLK
S | Y v
v Delay PLL | [ Delay
X X —l
Outgoing [ncoming v
flops flops Dev[B, A]:0x40| | Dev[B, A]:0x40
Q D [PLLODEL] [PCLKDEL]
A

PLLCLKI PLLCLKO PCLK source
PCLK

PLL flight time
/ feedback

All PCI . i
buS flight time ’PCLK dest.
signas External

™ PCI device

Figure 2: Systemboard clocking.
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432 Characterization

For the purposes of characterization, there is no PCI-defined PCLK signal into the IC, such asistypically used
to measure setup, hold, and output valid delay times of PCI-bus signals. As shown in Figure 2, thereis an
unspecified skew between the PCLK outputs and PLLCLKO (Delay X). Because of this, along with the fact
that the PLL feedback frequency may not be the same as PCLK, the PLL feedback signal cannot be used to
characterize the IC PCI bus signals. Instead, the |C should be characterized as follows:

e Make sure Dev[B, A]:0x40[PCLKDEL and PLLODEL] = 0Oh.

e Measure the PLL feedback flight time, PLLFT, and the flight time of a[B, A]_PCLK signal connected to an
external device, PCLKFT. Algebraically calculate the difference as follows: DIFFT = PLLFT - PCLKFT.
Note that DIFFT may be a positive or a negative value.

 Characterize the PCI-bus signals using, as areference clock, the destination of the[B, A] _PCLK used to cal-
culate PCLKFT. Then, adjust the measurements to obtain the correct values as follows:

e Output valid delay. Algebraically subtract DIFFT from the measured output valid delay time of PCI bus
signals driving out of the IC. Corrected output valid delay = Measured output valid delay - DIFFT.

e Setup. Algebraicaly add DIFFT to the measured setup time of PCI bus signals being driven into the | C.
Corrected setup time = Measured setup time + DIFFT.

e Hold. Algebraically subtract DIFFT from the measured hold time of PCI bus signals being driveninto the
IC. Corrected hold time = Measured hold time - DIFFT.

Difference in PCLK and PLL feedback flight time, DIFFT —» <
PCLK (observed at the destination) |
Adjusted PCLK (corrected for differencein flight time) |—

Output valid delay measurement

M easured output valid delay—»

Corrected output valid delay —»

-—
Setup and hold time measurement >< ><
.<_

M easured hold tithe—»
Corrected hold time—»

M easured setup time—» —

Corrected setup time—» -

Figure 3: Correction for characterization.

4.3.3 Clock Gating

Internal clocks may be disabled during power-managed system states such as power-on suspend. It is required
that all upstream requests initiated by the IC be suspended whilein this state.

To enable clock gating, DevA:0xFO[ICGSMAF] is programmed to the valuesin which clock gating will be
enabled. Stop Grant cyclesand STPCLK deassertion link broadcasts interact to define the window in which the
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ICisenabled for clock gating during LDTSTOP# assertions. The system is placed into power managed states
by steps that include a broadcast over the links of the Stop Grant cycle that includes the System Management
Action Field (SMAF) followed by the assertion of LDTSTOP#. When the IC detects the Stop Grant broadcast
which is enabled for clock gating, it enables clock gating for the next assertion of LDTSTOP#. While exiting
the power-managed state, the system isrequired to broadcast a STPCLK deassertion message. The I C usesthis
message to disable clock gating during LDTSTOP# assertions. This isimportant because an LDTSTOP# asser-
tion is not guaranteed to occur after the Stop Grant broadcast is received. The clock gating window must be
closed to ensurethat clock gating does not occur during Stop Grant for LDTSTOP# assertions that are not asso-
ciated with the power states specified by DevA:0xFO[ICGSMAF].

In summary, Stop Grant broadcasts with SMAF fields specified by DevA:0xFO[ICGSMAF] enable the clock
gating window and STPCLK deassertion broadcasts disable the window. If LDTSTOP# is asserted while the
clock gating window is enabled, then clock gating occurs.

It is expected that clock gating is only employed during power-on suspend. Therefore, OS and driver software
ensure that no DMA or interrupt activity occurs. In addition, it is required that there be no host accesses to the
bridges or internal registersin progressfrom thetimethat LDTSTOP# is asserted for clock gating until the link
reconnects after LDTSTOP# is deasserted.

4.4 Tunnel Links

Each HyperTransport link supports CLK receive and transmit frequencies of 200, 400, 600, 800 MHz. Theside
A and side B frequencies are independent of each other.

441 Link PHY

The PHY includes automatic compensation circuitry and a software override mechanism, as specified by
DevA:0x[E8, E4, EQ]. The IC only implements synchronous mode clock forwarding FIFOs. So only the link
receive and transmit frequencies specified in DevA:0x[D0O, CC][FREQB, FREQA] are allowed.

4,5 PCI-X Bridges

The IC includes two 64-bit PCI-X bridges, bridge A and bridge B. Each independently support PCI-X mode or
conventional PCI mode, clocks speeds of 33, 66, 100, and 133 MHz, and SHPC-compatible hot plug. Each
include an IOAPIC register set. Each support 64-bit addressing in PCI-X and legacy PCI modes.

451 Tags, UnitlDs, Seql DsAnd Ordering

The I C requirestwo HyperTransport technology-defined UnitIDs. The first UnitlD appliesto bridge A and the

second UnitID appliesto bridge B. It is contained in the following transactions:

 External master requests associated with the bridge.

* IOAPIC interrupt requests associated with the bridge.

» Responses to host-initiated requests that enter the address space of the bridge including configuration regis-
ters (DevA registersfor bridge A and DevB registers for bridge B), 10 and memory space windows defined
in the configuration registers of the bridge, and the base address register spaces defined by the bridge.

In addition, the UnitlD associated with the bridge is returned in the response to upstream requests and is used
to determine the destination of the response (bridge A or bridge B).

The assigned SrcTag value increments with each non-posted request from 0 to 28 and then rollsover to O
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again; the first SrcTag assigned after reset is 0. Up to 29 non-posted requests to the link may be outstanding at
atime per bridge.

Based on the state of Dev[B, A]:0x40[NZSEQID], the IC may or may not generate anon-zero SeqlD valuesin
the upstream link requests that result from external PCl master read requests.

All bridge-sourced transactions are compliant to PCI ordering rules. As PCI transactions are converted to link
transactions, they are trand ated as described in the link specification.

Downstream non-posted link requests to a bridge that contain non-zero SeqlD values are required to complete
on that bus prior to initiating subsequent non-posted requests to that bus with the same Seql D value. Thus, only
one downstream non-posted request with each non-zero SeglD value can be outstanding to a bridge at atime.

452 Interrupt Controllers

Each bridge supports the four PCI-defined interrupt signas, [B, A]_PIRQ[D, C, B, AJ#. Assertion of these
interrupt signals may be converted to link interrupt request messages as specified by the IOAPIC register
space. Also, theinterrupts from both bridges may be combined and output to the respective NIOAIRQ[D, C, B,
A]# pins, based on Dev[B, A]:0x40[NIOAMODE].

It is expected that system BIOS sets both Dev[B, A]:0x40[NIOAMODE] bits and that the interrupt typeis
determined by the way the operating system programs the interrupt mask bit (RDR[IM]; see section 5.4) of the
redirection registers (non-10APIC-capabl e operating systems set the mask bits resulting in NIOAIRQ[D:A#
signal assertions; |OAPIC-capabl e operating systems clear the mask bits resulting in interrupt request mes-
sages to the host). The NIOAIRQ[D:Al# signals from all instances of the IC on a platform may be connected
together (respectively: A to A, B to B, etc.). These four nodes are expected to be passed to the system’s legacy
interrupt controller to generate interrupts on behalf of the 1C’s bridges when IOAPIC interrupts are not sup-
ported.

Thereisaset of IOAPIC registers associated with each bridge. They include a standard PCI function header
(function 1 of each bridge) and memory mapped registers. In addition, expanded programmability of these reg-
istersisincluded in Dev[B, A]:0x[BC, B8]. The IOAPIC registers specify the conversion of PIRQ pin asser-
tions to link interrupt request messages.

Typicaly, for PCI interrupts, the redirection register (RDR,; see section 5.4) is set up as follows: M T=fixed,;
DM=physical mode; POL=active low; TM=level sendtive; and IM=not masked. The RDR fields are mapped
into link interrupt request messages as follows:

RDR field Field in link packet

IV[7:0] (interrupt vector)  Vector (bit time 5)

MT[2:0] (message type) MT[2:0] (bitg4:2] of bit time 3); MT[3] (bit[7] of bit time 3) should always be
low; note that the encoding of these bits changes between the value in the RDR
and the value placed into the link packet.

DM (destination mode) DM (bit[6] of bit time 3)

TM (trigger mode) RQEOQI (bit[5] of bit time 3)

DEST[7:0] (destination)  Intrinfo[15:8] (bit time 4); IntrInfo[55:16] should always be low.

DS, POL, IRR, and IM from the RDR are not included in the link interrupt packet.
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The state of PASSPW and INTRINFO[55:24, 7] from the IDRDR register (see Dev[B, A]:0x[BC, B8]) are also
passed along in the link interrupt packet.

If RDR[TM]=level sensitivefor theinterrupt request, then the IRR register is set when the interrupt is detected.
After the interrupt request message is sent to the host, the host is required to generate an EOI broadcast mes-
sage when finished with that interrupt. IRR is cleared in any RDRs (in either bridge) with IDRDR/RDR fields
that match the Intrinfo fields of the EOI broadcast as follows:

Intrinfo[15:8] Match fields
00h Intrinfo[31:16] = {IDRDR[31:24], RDR/IDRDR[IV]};
01h-FFh Intrinfo[31:8] = {IDRDR[31:24], RDR/IDRDR[IV], RDR/IDRDR[DEST]};

If the interrupt signal is still asserted when the corresponding RDR logic receives an IRR-clearing EOI, then
IRR is set again immediately and a new interrupt request message is sent. If the interrupt signal is deasserted
near the time the corresponding IRR-clearing EOI is received, then it is undefined whether an additional inter-
rupt request message is sent. If RDR[TM]=edge sensitive, then the state of the IRR hit is not specified and the
RDR logic for that interrupt does not observe EQIs.

Each RDR in the IC operatesindependently. If interrupts are received simultaneously by two RDR controllers,
then the corresponding interrupt request messages from each are transmitted in an unspecified order.

If LDTSTOP# is asserted near the time that an interrupt is asserted, then the corresponding interrupt request
message may or may not be sent before the disconnect sequence completes. If it is not sent before the discon-
nect sequence completes, then it is not dropped; it is sent after the link is re-connected.

External devices are required to assert PIRQ[D:A]#for at least 3 PCLK cyclesin order to guarantee that the IC
detects the assertion, regardless of the state of the corresponding RDR[TM] field.

4521 Error NMI Interrupts

NMI interrupts may be generated as aresult of assertions of the [B, A]_PERR# and [B, A]_SERR# signals
(regardless of the source of the assertion), as enabled by Dev[B, A]:0x44[NMIEN]. These interrupt requests
are generated with the following link format: PassPW=0; INTRINFO[55:24]=0000_00F8h; 1V=00h;
DEST=FFh; DM=0 (physical); TM=0 (edge); MT=0011b (NMI).

453 Hot Plug

Each PCI-X Bridge includes an SHPC-compliant hot plug controller that may be used to support hot plug capa-
ble conventional PCI or PCI-X slots. Strapping options on HPSOD and HPSIL# specify if hot plug is sup-
ported on bridge A and/or B. If hot plug is supported on a bridge, then all sots connected to that bridge are
required to include hot plug support circuitry. With the exception of a single-slot hot plug implementation, the
hot plug support circuitry includes one or more Texas Instruments TPS2340 hot plug power controllers, power
switches, and associated slot isolation switches to provide electrical isolation for most of the dot signals. For a
single-slot hot plug implementation, the I C provides the busisolation function; therefore only the Tl TPS2340
hot plug power controller and the power switches are required. Each bridge supports a maximum of 4 slots
when hot plug mode is enabled.

The IC’s hot plug controller is designed to interface with the TI TPS2340 hot plug power controller. Each T
TPS2340 controls two slots and provides two separate sets of isolation switch controls. Tl TPS2340 controllers
may be cascaded to support additional slots. A single Tl TPS2340 hot plug power controller cannot be shared
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across bridge A and bridge B. The IC is connected to the power controller viaaserial bus. One serial interface
supports the power controllersfor bridge A and bridge B.

4531 Multi-slot Hot Plug

If multiple hot plug slots are supported on a bridge, isolation switches are required for each slot to provide
electrical isolation. Each TI TPS2340 hot plug power controller provides two pairs of isolation switch control
signals, BUSENx# and CLK ENXx#, to control the state of the switches.

Link PCIX
%)
A R <>
PCI-X &
A bridge A
Hot 1 |12 |3 |4
SHPC  plug
serid Power Power and
bus controllers isolation control
SHPC L controller

1 12 (3 [4
PCI-X
B bridge B

5
B X
PCIX

) X - Isolation Switch

Link
Figure 4. System diagram for multiple hot plug slotson a bridge.

The following table associates the hot plug power controller’sisolation switch control signal with the IC’s slot
signals.

Power controller signal  |Slot signalsisolated

BUSENx# [B, A]_ACK®64#, B, A]_AD[63:0], [B, A]_CBE_L[7:0],[B, A]_DEVSEL#,

[B, A]_FRAMEH#, [B, A]_GNT#[3:0], [B, A]_IRDY#, [B, A]_PAR,

[B, A]_PARG64, [B, A]_PERR#, [B, A]_PIRQ[A, B, C, DJ#, [B, A]_REQ#[3:0],
[B, A]_REQ64#, B, A]_SERR#, [B, A]_STOPH#, [B, A]_TRDY#.

CLKENx# [B, A]_PCLK[3:0], [B, A]_M66EN.

Table 2. Signal isolation groups.

The T1 TPS2340 hot plug power controller controls RESET#to the slot. ThelC's[B, A]_PRESET# signalsare
connected to the Tl TPS2340 hot plug power controller’s seria interface control signal, SORR#.

Some operating systems require that each configuration-space bus number provide a separate PME# signal to a
general-purpose set of PM E# status bits provided by the platform system management logic. The IC's[B,
A]_PME# signals are associated with the power management configuration registers Dev[B, A]:0x[9C:98],
both of which are observed by software on the primary side of the PCI bridges and are therefore on the same
bus number. Therefore, the IC’ stwo [B, A]_PME# pins may be connected together and passed to the platform
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system management logic.

The slots are observed by software on the IC’s secondary bus, which is a different bus number from the pri-
mary side. Therefore, the each bridge should provide a separate PM E# signal to the platform system manage-
ment logic, that logically connectsto al the slots behind the bridge. The TI TPS2340 hot plug power
controller’s PME# inputs connects to the PME# signal of each hot plug slot. Its PME# outputs for one bridge
should be connected together and passed to the platform system management logic.

3.3V 3.3VA | Bridge A, Slot (n) |
Power
ThelC Controller |PME#(n) |
A_PME# PMEO# | BridgeA, Slot (n+1) |
i PME#(n+1)
=
o
(] "
B_PME# _§» e | Bridge A, Slot (n+2) |
@ Controller PME#(n+2)
$—— PMEO# | BridgeA, Slot (n+3) |
Platform system
management logic PM E#(n+3) ‘

Figure5: System diagram of PME# signals.

The slot signals that are used to communicate the speed, capability (M66EN and PCIX CAP), and presence of
an adapter card (PRSNT[1:2]#) areisolated from the other slotsin ahot plug implementation. These signals are
directly connected from the slot connector to their associated Tl TPS2340. The state of these signalsis pro-
vided to the | C through the serial interface. The I C, in turn, makes the state of these signals available to system
software. The[B, A]_PCIXCAP and [B, A]_MG66EN pins on the IC are not used for sensing speed and mode.
TheIC's[B, A]_PCIXCAP pins are left unconnected.

The connection and function of the M66EN signal is unique in ahot plug implementation for two reasons: (1)
MG66EN isdriven as an output of the IC; (2) itsisolation switch control is driven by CLKEN# rather than
BUSEN# (unlike other PCI/PCI-X control signals). In a hot plug configuration, the IC's[B, A]_MG66EN pinis
configured as an open-drain output. It isdriven low by the IC if it is determined that the busisto run at 33MHz
(conventiona PCI mode), as indicated in SHPC[B, A]:x10[M ODE].
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CLKEN(n)#
3.3V Slot Power
ThelC [B, A]_M66EN % M66EN () e
| Slot (n) | Controller
CLKEN(n+1)#
3.3V Slot Power
& - Isolation Switch % M66EN(n+1)
\ Slot (n+1) \

Figure 6: System diagram of M66EN signals.

The process of setting the state of [B, A]_M66EN when the bridgeisinitialized is: (1) the Tl TPS2340 hot plug
power controller is programmed to apply power to the slots via the SHPC[B, A]:14 power-only all slots com-
mand; (2) software observes the state of the speed capability signals for the slots by reading SHPC[B,
A]:[30:24][M66_CAP]; (3) software issues the SHPC[B, A]:14 set bus segment speed/mode command, which
immediately places the appropriate state on [B, A]_M66EN out of the IC; (4) software issues the SHPC[B,
A]:14 slot enable command, which resultsin the assertion of CLKENx# so that [B, A] _M66EN out of the IC is

enabled to the dot.
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[B, A]_PRESET#

PWREN

CLKENx#

BUSENXx#

Most dot signals

Vaid

[B, A]_PCLK[3:0]

Vaid

]
S—
Slot power l;/

|
Slot RESET# :
T
!

'120-150 ms 60-90 ms
About 22

PCLK cycles ™, ,

| .

—>

!—

6-10us , 6-10us ,

About 22
. PCLK cycles

Slot enable command sequence

Slot disable command sequence

« Signal states are shown from the perspective of the pins of the | C; the perspective from the slot is different due to the isolation

switches controlled by CLK ENx# and BUSENXx#.

e “Most slot signals” includes the signals controlled by BUSENXx#.
* MG66EN isdriven low after RESET# is asserted; after that, its state is determined by the bus speed and mode.

Figure 7: Multi-dot hot plug enable/disable sequence.

4532 Single-Slot Hot Plug

I solation switches are not required if the bridge supports a single hot plug slot. The IC provides the isolation
function by controlling the slot signals appropriately. The TI TPS2340 hot plug power controller is still

required.
Link
A
PCI-X A PCIX
bridge A
Hot
Power
SHPC géﬂ%l > Controller
bus Power
|| controller | g
SHPC Controller
PCI-X
5 bridge B B PCIX
Link

Figure 8: Single-slot hot plug system diagram.
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Single-dot hot plug support is enabled for each bridge through strapping options on HPSIC and B_ GNT2#.
The state of these strapping options are observabl e through Dev[B, A]:0x40[HPSSSH].

The IC drives all dot signals low throughout the duration of a cold reset and continues to do so until after the

T1 TPS2340 hot plug power controller applies power to the adapter. The IC interprets the SHPC commandsto
control the signalsin the power-only, slot enable, and slot disable sequences. The following figure shows how
signals are controlled by the IC during the sequence initiated by the slot enable command and the slot disable

command.

[B, A]_PRESET#

PWREN -
CLKEN : :
| |
BUSEN I : : !
| | | |
! ! Valid ! !
Most ot signals ! ! ! !
t T | ] I f
: i vaid ' :
[B, A]_PCLKO : ! ! :
| f f !
Tristate 1 if convientional PCI, 66 MHz; otherwise0 | Tristate
MG66EN L I
|
Tristate; inpfitignored | Observed asaninput [Tristate; inppt ignored
[B, A]_REQO# , .
| 1 1 |
| | |
Slot power 4 I I L
| |
| |
T
|

| |
Slot RESET# | |
T T
'120-150 ms 60-90 ms 6-10us | 6-10us |

About 22 About 22
PCLK cycles ™, . PCLK cycles

I

Slot enable command sequence Slot disable command segquence

e CLKEN and BUSEN represent the approximate times in which the Tl TPS2340 change the state of its CLKENx# and BUSENx# sig-
nals. However, these signals out of the Tl TPS2340 do not directly control the above signals.

* PWREN represents the times in which the TI TPS2340 enables power to the slot.

e “Most slot signals” includes the signal's controlled by BUSENXx# in section 4.5.3.1.

Figure 9: Single-slot hot plug enable/disable sequence.

The IC's[B, A]_PCIXCAP pins areleft unconnected. PCIXCAP and PRSNT[1:2]# from the slot are con-
nected to the TI TPS2340 hot plug power controller.

The IC's[B, A]_MB66EN pins are connected directly to the slot with a pull-up resistor to the slot power plane.
This pin remains tri-stated until the SHPC enables the slot so the state provided by the card in the slot may be
observed. This pinisdriven low by the IC if it is determined that the busis to run at 33MHz in conventional
PCl mode.
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Slot Power
Power
ThelC [B, A]_MG66EN MG66EN(n)
Controller
Slot (n)

Figure 10: Single-dot hot plug M66EN connections.

The process of setting the state of [B, A]_M66EN when the bridgeisinitialized is: (1) the Tl TPS2340 hot plug
power controller applies power to the dot viathe SHPC[B, A]:14 power-only command; (2) software observes
the state of the speed capahility signasfor the slot by reading SHPC[B, A]:[24][M66_CAP]; (3) software
issues the SHPC[B, A]:14 set bus segment speed/mode command which determines the state of [B,
A]_MB66EN (but the state of the pins does not change); (4) software issuesthe SHPC[B, A]:14 slot enable com-
mand and [B, A]_M66EN may be driven low at the same time that CLKENx# is asserted out of the Tl
TPS2340.

The IC isdesigned such that only active-low interrupts (from [B, A]_PIRQ[D:A]#) are supported when in sin-
gle-slot support mode, while the dot is not enabled. If the IOAPIC is programmed for active high interruptsin
this mode, then spuriousinterrupt requests are generated.

4533 Serial Interface

The hot plug seria interface operates at 8.33 MHz. It converts SHPC commands to a serial format to commu-
nicate with the TI TPS2340 hot plug power controllers. In addition, it is used to read status information from
the T1 TPS2340 hot plug power controllers and update the IC’'s SHPC status registers accordingly. The follow-
ing table identifies two different groups of serial interface signals. Common Serial signals are connections
between the IC and all TI TPS2340 hot plug power controllers (shared across both PCI/PCI-X bridges). Bridge
specific signals are connections between the IC and only those TI TPS2340 hot plug power controllers con-
nected to a particular bridge. (For additional information, see TI TPS2340A Dual-slot PCI Hot-Plug Power
Controller.)
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ThelC B_HPSORR#, B_HPSOLC, B_HPSORLC
A_HPSORR#, A_HPSOLC, A_HPSORLC
I Y Y
T TPS2340 TI TPS2340 TI TPS2340 TI TPS2340
Bridge A Bridge A Bridge B Bridge B
Slots1 & 2 Sots3& 4 % Slots1 & 2 Slots3& 4 %
HPSOD o ,lsopi sopo SODI SODO »| SODI SODO SODI SODO
< A-HPSD SIDO  SIDI|< SIDO SIDI]_ SDO  SIDI|< SIDO SIDIl
AA AA = AA AA —
B_HPSID
HPSIC, HPSOC, HPSIL# |
RESET# | . . .
HPSOR# = system RESET# signal

Figure 11: Hot plug serial interface connections.

Common Serial Signals

HPSIC. Output. This 8.33 MHz clock is used to shift serial datafrom the TI TPS2340 to the IC over [B,
A]_HPSID. Each hit is captured by the IC on the rising edge of this clock.

HPSIL#. Output. Thissignal is used to specify the start of an input data frame and the data type--or channel
number--being shifted into the IC over [B, A]_HPSID.

HPSOC. Output. This 8.33 MHz clock is useto shift serial datafrom the IC to the TI TPS2340 over HPSOD.
Each bit is captured by the TI TPS2340s on the rising edge of this clock.

HPSOD. Output. Thisisthe serial data shifted from the IC to the TI TPS2340s, clocked by HPSOC.
HPSOR#. The Tl TPS2340's SOR# input is connected to the same platform reset signal asis used for the IC’s
RESET#. When SOR# is asserted, all of the dot control outputs of the TI TPS2340 are reset except the dot
reset signal, RESETx# (which isreset by [B, A]_HPSORR#).

Bridge Specific Serial Signals

[B, A]_HPSID. Input (multiplexed with [B, A] _PCLK4). Thisisthe serial data shifted into the |C fromthe Tl
TPS2340s, clocked by HPSIC.

[B, A]_HPSOLC. Output (multiplexed with [B, A]_REQ4#). Thissignal isused to load the state of the serial
data shifted into the TI TPS2340 over HPSOD into output latches. All outputs of the TI TPS2340 are updated
on therising edge of [B, A]_HPSOLC, except the dot reset signal, RESETx# (which is updated by [B,
A]_HPSORLC).

[B, A]_HPSORLC. Output (multiplexed with [B, A]_GNT4#). Thissignal is used to load the state of the slot
reset signals shifted into the TI TPS2340 over HPSOD into output latches. RESETx# out of the TI TPS2340is
updated on the rising edge of [B, A]_HPSORLC.

[B, A]_HPSORR#. Output (multiplexed with [B, A]_PRESET#). Thissignal is used to reset the state of the Tl
TPS2340's output latches that drive RESETx# (to low).
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4533.1 Serial Data From The Power ControllersTo ThelC

Channel 00b interrupt-capable data and channel 01b non-interrupt-capable data is shifted into the 1C from the
T1 TPS2340 over [B, A]_HPSID using HPSIC as the clock. Thisdatais continuoudy shifted into the IC, tog-
gling between channels 00b and 01b. HPSIL# controls the start of each block and specifies the channel num-
ber. HPSIL# transitions after the falling edge of HPSIC. The tables below show how the data for 4 slots are
transferred into the |C. However, the actual number of dots transferred is limited to the maximum of the num-
ber of slots on bridge A or bridge B.

Clock # |HPSIL# Data out of TI TPS2340 over [B, A]_HPSID after rising edge of HPSIC

0 1

1 0 (start)

2 0 (chan[Q])

3 0 (chan[1])

4 1

5 1 First TPS2340 SWA signal (1=MRL sensor is open) passed to SHPC[B, A]:24[MRLS].

6 1 First TPS2340 BUTTONA# signal (1=attention button is being pressed; thisis an inversion of
the state asit is placed onto the TPS2340 BUTTONA# pin) passed to SHPC[B, A]:24[AB].

7 1 First TPS2340 power fault state (O=power fault is detected) passed through an inverter to
SHPC[B, A]:24[PF].

8 1 First TPS2340 PRSNT2A# signd passed to SHPC[B, A]:24[PRSNT1_2].

9 1 First TPS2340 PRSNT1A# signa passed to SHPC[B, A]:24[PRSNT1_2].

12:10 1 Reserved.

17:13 1 First TPS2340 slot B signals passed to SHPC[B, A]:28[PRSNT1_2, PF, AB, MRLS].

20:18 1 Reserved.

25:21 1 Second TPS2340 slot A signals passed to SHPC[B, A]:2C[PRSNT1_2, PF, AB, MRLS].

28:26 1 Reserved.

33:29 1 Second TPS2340 slot B signals passed to SHPC[B, A]:30[PRSNT1_2, PF, AB, MRLS].

Table 3: Channel 00b, interrupt capable serial hot plug data to thelC.
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Clock # |HPSIL# Data out of TI TPS2340 over [B, A]_HPSID after rising edge of HPSIC

1 0 (start)

2 1 (chan[0])

3 0 (chan[1])

4 1

5 1 First TPS2340 M66ENA signal passed to SHPC[B, A]:24[M66_CAP].

6 1 First TPS2340 PCIXCAPA# signal passed to SHPC[B, A]:24[PCIX_CAP].

7 1 First TPS2340 PCIXCAPA# signal passed to SHPC[B, A]:24[PCIX_CAP].

8 1 First TPS2340 auxiliary power fault state (not observable).

12:9 1 Reserved.

16:13 1 First TPS2340 slot B signals passed to SHPC[B, A]:28][M66_CAP, PCIX_CAP].
20:17 1 Reserved.

24:21 1 Second TPS2340 slot A signals passed to SHPC[B, A]:2C[M66_CAP, PCIX_CAP].
28:25 1 Reserved.

32:29 1 Second TPS2340 slot B signals passed to SHPC[B, A]:30[M66_CAP, PCIX_CAP].

Table 4: Channel 01b, non-interrupt capable serial hot plug datatothelC.

4533.2 Serial Data From ThelC To The Power Controllers

Serial datais transferred over HPSOD to the TI TPS2340s, where it is stored, using HPSOC as the clock. The
state of the outputs and control signals stored in the power controller do not change until arising edge of [B,
A]_HPSORLC, in the case of RESETx#, and [B, A]HPSOLC, in the case of the rest of the signals. The datais
shifted whenever there is a need to change the state of these signals, normally as aresult of acommand to
SHPCI[B, A]:14. The IC shifts out four slots worth of data, regardless of how many slots are actually attached
to the bridge, followed by pulseson [B, A]_HPSORLC and [B, A][HPSOLC. HPSOD transitions after the fall-
ing edge of HPSOC.

Clock # |Data out of the | C over HPSOD during therising edge of HPSOC

Second TPS2340 slot B power enable state. 1=Power enabled to the sot.

Second TPS2340 CLKENB state. 1=CLKEN signals enabled.

Second TPS2340 BUSENB state. 1=BUSEN signals enabled.

Second TPS2340 RESETB# state.

Second TPS2340 PWRLEDB# state. 1=Turn on power LED.

6 Second TPS2340 ATTLEDB# state. 1=Turn on attention LED.

87 Reserved.

14:9 Second TPS2340 slot A control signals and outputs.

16:15 Reserved.

22:17 First TPS2340 slot B control signals and outputs.

24:23 Reserved.

30:25 First TPS2340 slot A control signals and outputs.

Table5: Serial hot plug data from the | C to the power controller.

Q| | W[IN|F
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4534 SHPC Interrupts, Events, And Errors

Under the conditions described by SHPC[B, A]:20, the IC may assert [B, A]_PIRQA#, [B, A]_PME#, or indi-
cate a system error on the links.

4535 Reset To Hot Plug Slots

The state of reset for each hot plug dot is passed from the SHPC controller, through the serial bus, to the T
TPS2340 hot plug power controllers, whereit is driven to the slots. The PCI requirement for a delay between
the rising edge of RST# and the first configuration access is not enforced by the IC with hardware; it is
expected that this requirement be enforced through software.

The hot plug software driver may be used to inhibit configuration accessesto a slot after commands that result
in deassertions of RST# to the slot are executed. The set bus speed/mode command and the enable slot com-
mand result deassertions of RST#. Each of these commands complete in less than 250 milliseconds after being
received by the I C. The PCI requirement resultsin a 0.5 to 1.0 second period (depending on the bus frequency)
after the deassertion of RST# during which configuration accesses to the slot are not allowed. Therefore, if the
hot plug driver inhibits configuration accesses to the dot for 1.25 seconds after these commands are sent to the
IC, the PCI requirement should be satisfied.

454 PCI-X PHY Compensation Update

The PCI-X PHY calculated compensation values may change at any time. These may be altered, based on
DevA:0x[54, 50], before being passed on to the PHY. The | C ensures that the PCI-X bridges are idle when new
values are passed to the PHY. The following logic is implemented to accomplish this:

o Shortly after reset, or whenever anew value is written to DevA:0x[54, 50], and every 16 milliseconds there-
after, the IC determines if any of the values that are to be present to the PHY have changed and therefore
need to be updated. If the values have not changed, no action takes place until the next 16 millisecond period
passes and the values are checked again.

* If the compensation values are to be updated, then the logic request control over the bridges for the compen-
sation update.

» Thelogic ensuresthat the bridges are idle for at least two PCLK cycles before and 4 PCLK cycles after the
new values are passed to the PHY. During these six or more PCLK cycles, the | C drives the value of
0123_4567_89AB_CDEFh onto [B, A]_AD[63:0].

455 Transactions Claimed By The Bridges

The bridges claim no upstream transactions. They claim the following downstream transactions:

 All memory and 10 space specified by Dev[B, A]:0x[30:1C].

* All configuration cycles to the implemented functions of DevA or DevB (see section 5.1.2).

* All configuration cycles to buses behind bridge A and bridge B.

All EOI broadcasts are passed to the IOAPIC.

All Stop Grant and STPCLK broadcasts are observed for clock gating (see section 4.3.3).

If DevA:0x48[ COMPAT]=1, then al memory space, 10 space, and interrupt acknowledge packets in which
the COMPAT bit is set are claimed and passed to bridge A.

Per the link protocol, when the COMPAT hit is set in the transaction and DevA:0x48[ COMPAT]=0, then the IC
never claims the transaction. Such transactions are automatically passed to the other side of the tunnel (or mas-
ter aborted if the IC is at the end of the chain).
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 Cacheline-wrap mode is not supported. If atransaction isinitiated that indicates this protocol, it is discon-

nected at the first data phase.

» Downstream special cycles that are encoded in configuration cycles to device 31 of the bridge’'s secondary
bus number (per the PCI-to-PCI bridge specification) are translated to special cycles on the bridge.

» Secondary-bus configuration cycles are never claimed by the | C (including configuration cycles to device 31
in which special cycles are encoded per the PCI-to-PCl bridge specification).

In the translation from type 1 link configuration cyclesto secondary bus type O configuration cycles, the IC

converts the device number to an IDSEL AD signal as follows: device O maps to AD[16]; device 1 mapsto
ADJ[17]; and so forth. Device numbers 16 through 31 are not valid.

A]:0x[30:1C], result in undefined behavior.

Transactions that cross address space boundaries, as defined by the window configuration registers, Dev[B,

If the bridgeisin PCI-X mode and an upstream memory read or write request isissued with the No Snoop bit

of the attribute field set high, then the coherent bit of the corresponding link read sized or write sized requests
islow. The coherent bit is high for all other link requests, including al conventional PCI transactionsand IO
commands. The No Snoop field bit of the attribute field is always low in downstream requests to the PCI-X

bridge.

set and link packets:

The following tables show the relationship between PCI-X transactions in which the relaxed ordering bit is

Downstream link transaction

Corresponding PCI-X transaction

A read request in which bit[3] of the command field
(response may pass posted write) is set.

Relaxed ordering bit of the attribute field is set.

A response in which PassPW is set.

Relaxed ordering bit of the attribute field is set.

A posted memory write in which the PassPW bit is
Set.

No effect; the relaxed ordering bit is zero regardless
of the state of the PassPW bhit.

Upstream PCI-X transaction

Corresponding link transaction

A read request in which the relaxed ordering bit of the
attribute field is set.

Bit[3] of the command field (response may pass
posted write) in the read request is set.

A split completion in which the relaxed ordering bit of
the attribute field is set.

PassPW is set in the response.

An immediate response to a downstream link read
reguest in which bit[3] of the command field
(response may pass posted write) is set.

PassPW is set in the response (even though thereis
no attribute field associated with the PCI-X

response).

A posted memory write in which the relaxed ordering
bit of the attribute field is set.

No effect; PassPW is zero regardless of the state of
the relaxed ordering bit.

* If thereisadownstream PCI-X request that resultsin a device-specific error in the completion message, then
the response passed to the link indicates atarget abort (error bit set; NXA clear).
* When the IC asserts [B, A]_DEV SEL#, it does so using the medium decoding clock in conventional PCI

mode and the “B” decoding clock in PCI-X mode.

* If thereis alink transaction to 1 O-space that targets a bridge and that crosses a naturally aligned DWORD
boundary, then the IC does not send the transaction to the bus and the link response is a master abort (error

bit set; NXA set).
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4.6 Performance-Related Information
4.6.1 Bandwidth Percentage

One important measure of the | C performance isthe ratio of data bandwidth that can pass over the PCI busto
the theoretical maximum. Thisis called the bandwidth percentage or BWP. The theoretical maximum is
defined as the product of the bus width and the bus frequency. This does not account for clocks that are
required by the protocol for purposes other than datatransfer, e.g., address phases. The IC isimplemented in
such away that when external PCI devices generate long data length transactions, the clocksthat arelost to the
protocol become less significant to the BWP. If external PCI devices generate many small data length transac-
tions, then this acts to reduce the BWP.

Memory read requests and write requests from external PCl masters have different BWP characteristics. Gen-
erally speaking, memory writes are handled with high BWP values because they use the link posted channel.
Write requests are converted from PCI protocol to link protocol by the IC efficiently. Memory reads, however,
use the link non-posted channel. The response to each read request cannot be provided to the PCI busuntil itis
available. Thetime required for the response to reach the PCI busincludes the time for the request to passfrom
the PCI busto the IC and from the IC to the host, and for the response to pass from the host back to the IC and
from the IC out to the PCI bus. If there are other tunnel devices between the IC and the host, these will act to
further increase this latency. If, for example, asingle PCl master generates a pattern of (1) asingle-cacheline
(64 bytes) memory read request, (2) a burst of the response data to the PCI bus, (3) repeat, and that is the only
activity on the bus, then the BWP is low; there will be many idle clocks, waiting for the response, between
each cacheline burst on the PCI bus.

BWP may be improved by support for multiple, simultaneous read requests. In conventional PClI mode and
PCI-X maode, the IC supports up to 8 independent PCI read requests simultaneously, per bridge. If, asin the
example above, two masters generate a pattern of (1) asingle-cacheline memory read request, (2) a burst of the
response data to the PCI bus, (3) repeat, then, the total BWP may roughly double.

In PCI-X mode, long data length reads result in a high BWP because the time spent transferring data on the
PCI bus becomes large compared to the time waiting for the response data

In conventional PCI mode, the size of the read requestsis not provided by the protocol. Instead, the memory
read command code provides hints as to the amount of data that may be required by the external PCl master.
Dev[B, A]:0x4C specifies the number of cachelines that are prefetched from the host based on the PCI com-
mand code. Theinitial prefetch valuein thisregister should be balanced based on the requirements of the sys-
tem. If itistoo high (such that the master does not use all the data), then unnecessary memory read requests are
generated and the corresponding data is thrown out. If it istoo low, then the response latency is not well cov-
ered, resulting in alow BWP.

Thelogic for each bridge can generate up to 29 link read requests, each request for up to 64 bytes (one cache-
line) of data, in support of read commands generated by external PCl-bus devices. These link requests are gen-
erated by the IC in the order in which they are received from the PCI bus. However, the responses to these PCI
read requests may be provided on the PCI busin a different order from the order in which the requests were
received by the I C; this reordering depends on a number of factorsincluding when the data for each request is
provided by the host and if the master is ready to accept the data.

The following table provides some bandwidth percentages measured in an ideal-model simulation environ-
ment. Thisdatais provided for guidance, with no guarantee that it represents the exact behavior of areal-world
system design. For these measurements:
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 All simulations are run while multiple, simultaneous requests are being processed. Read measurements are
taken on the PCI bus, after host latency has passed, such that host latency does not affect the results.

» No other traffic is present except the requests associated with the measurements.

» Conventional PCI numbers presume that prefetching is enabled in continuous mode and the initial prefetch
valueis programmed to be high enough to cover the round-trip latency of the response. Thus, all cachelines
of the response to a request can be burst onto the PCI bus without interruption.

» These results apply to all PCI-bus frequencies supported by the IC.

» Number of cachelines specifies the number of 64-byte cachelines requested by the PCI master. Note that the
overhead isthe same, regardless of the number of cachelines requested.

» Total clocks specifies the number of clocks from the end of one burst, associated with one request, to the end
of the next burst, associated with another request. It isthe sum of the burst clocks and overhead clocks.

» Overhead clocks specifies the number of PCI bus clocks during which there is no data transfer due to PCI
protocol overhead and overhead inherent to the IC.

» Data burst clocks specifies the number of PCI bus clocks during which data is transferred.

* BWP is bandwidth percentage. BWP=(BurstClks/Total Clks)* 100.

Type Number of | PCI bus Total Over- Data| BWP
cachelines | width clocks head burst
clocks clocks

Convntional 2 32 bit 37 5 32 86
PCI writes to 64 bit 21 5 16| 76
host memory 8 32 bit 133 5 128 9
64 bit 69 5 64| 93
32 32 hit 517 5 512| 99
64 bit 261 5 256| 98
Convntional 2 32 bit 39 7 32 82
PCI reads 64 bit 23 7 16| 70
from host 8 32 bit 135 7 128 95
memory 64 bit 71 7 64 90
32 32 hit 519 7 512| 99
64 bit 263 7 256| 97
PCIX writes 2 32 hit 41 9 32 78
to host 64 bit 25 9 16| 64
memory 8 32 hit 137 9 128 93
64 bit 73 9 64 88
32 32 hit 521 9 512| 98
64 bit 265 9 256| 97
PCIX reads 2 32 hit 41 9 32 78
from host 64 bit 25 9 16| 64
memory 8 32 hit 137 9 128 93
64 bit 73 9 64 88
32 32 hit 521 9 512| 98
64 bit 265 9 256| 97

Table 6: Bandwidth percentages.
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4.6.2 L atency

The following table provides some latency values measured in an ideal-model simulation environment. This
datais provided for guidance, with no guarantee that it represents the exact behavior of areal-world system
design. For these measurements: link A is 16 bits, 800 MHz; link B is 8 bits, 800 MHz; the host is connected to
link A; no other traffic is present except the transactions described; latency is measured from thefirst clock in
which the transaction is clocked into the IC until the first clock in which the transaction is clocked out of the
IC.

Latency (ns) |Description

75-85 Read response from link A to link B.

65-75 Read response from link B to link A.

225-235  |Read request from conventional PCI, 33 MHz, any width (32 or 64 bit), to link A.

300-310 |Read response from link A to conventional PCI, 33 MHz, any width.

135-145 |Read request from conventional PCl, 66 MHz, any width, to link A.

180-190 |Read response from link A to conventional PCl, 66 MHz, any width.

180-190 |Read request from PCI-X, 66 MHz, any width, tolink A.

180-190 |Read response from link A to PCI-X, 66 MHz, any width.

130-140 |Read request from PCI-X, 100 MHz, any width, to link A.

145-155  |Read response from link A to PCI-X, 100 MHz, any width.

110-120  |Read request from PCI-X, 133 MHz, any width, to link A.

135-145 |Read response from link A to PCI-X, 133 MHz, any width.

Table 7: Some latencies.
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5 Registers
5.1 Register Overview

The IC includes severa sets of registers accessed through a variety of address spaces. |0 address space refers
to register addresses that are accessed through x86 10 instructions such as IN and OUT. PCI configuration
spaceistypically accessed by the host through 10 cyclesto CF8h and CFCh. There is also memory space and
indexed address spacein the IC.

511 Configuration Space

The address space for the |C configuration registersis broken up into busses, devices, functions, and, offsets, as
defined by the link specification. It is accessed by Hyper Transport™ technol ogy-defined type O configuration
cycles. The device number is mapped into bits[15:11] of the configuration address. The function number is

mapped into bitg 10:8] of the configuration address. The offset is mapped to bitg 7:2] of the configuration

address.

The following diagram shows the devices in configuration space as viewed by software.

Primary bus
IOAPIC PCIX Bridge PCIX Bridge IOAPIC
DevA:1xXX DevA:0xXX DevB:0xXX DevB:1xXX
Device header | Bridge header Bridge header | Device header
External PCIX First device First device Second device | Second device |  External PCIX
bus devices Function 1 Function O Function O Function 1 bus devices
I I I I I Secondary bus Secondary bus I I I I I

Figure 12: Configuration space.

Device A, above, is programmed to be the link base UnitID and device B isthelink base UnitID plus 1.

5.1.2 Register Naming and Description Conventions

Configuration register locations are referenced with mnemonics that take the form of Dev[A|B]:[7:0]x[FF:Q],
where the first set of brackets contain the device number, the second set of brackets contain the function num-
ber, and the last set of brackets contain the offset.

Other register locations (e.g., memory mapped registers) are referenced with an assigned mnemonic that speci-
fies the address space and offset. These mnemonics start with two or three characters that identify the space
followed by characters that identify the offset within the space.

Register fields within register locations are also identified with aname or bit group in brackets following the
register location mnemonic.
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The following are configuration spaces:

Device | Function | Mnemonic |Registers
"A" 0 DevA:0xXX |PCI-PCI bridge A registers; link and PCI-X capabilities block
"A" 1 DevA:1xXX [IOAPIC for PCI-X bridge A.
"B" 0 DevB:0xX X |PCI-PCI bridge B registers, PCI-X capabilities block
"B" 1 DevB:1xX X |IOAPIC for PCI-X bridge B.

Table 8: Configuration spaces.

The IC does not claim configuration-register accesses to unimplemented functions within its devices (they are
forwarded to the other side of the tunnel). Accesses to unimplemented register locations within implemented
functions are claimed; such writes are ignored and reads always respond with all zeros.

The following are memory mapped spaces.

Base address Size Mnemonic |Registers
register (bytes)

Dev[B,A]:1x10/48 4K IOAXX  |IOAPIC registers. Base address register at offset 10h enabled by Dev[B,

A]:1x44[OSVISBAR].
Dev[B,A]:0x10 4K SHPCI[B,A]: | Standard hot plug controller register set. Access to these registersis
XX enabled by DevA:0x48[HPENB, HPENA]. Access to these registersis

provided through both memory space and configuration space; to access
through configuration space, Dev[B, A]:0x90[SELECT] specifiesthe
DWORD offset and Dev[B, A]:0x94 provides the DWORD data port.

Table 9: Memory mapped addr ess spaces.

The following are register attributes found in the register descriptions.

Type Description

Read or read-only | Capable of being read by software. Read-only implies that the register cannot be written to by
software.

Write Capable of being written by software.

Set by hardware Register bit is set high by hardware.

Write once After RESETH#, these registers may be written to once. After being written, they become read only

until the next RESET# assertion. The write-once control is byte based. So, for example, software
may write each byte of awrite-once DWORD as four individual transactions. As each byteis
written, that byte becomes read only.

Write 1 to clear

Software must write a1 to the bit in order to clear it. Writing a 0 to these bits has no effect.

Write 1 only

Software can set the bit high by writing a 1 to it. However subsequent writes of O will have no
effect. RESET# must be asserted in order to clear the bit.

Table 10: Register attributes.
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5.2 PCI-X Bridge Configuration Registers

Theseregisters are located in PCI configuration space, in the first device (device A) and second device (device
B), function 0. See section 5.1.2 for a description of the register naming convention.

PCI-X Bridge Vendor And Device | D Register Dev[B, A]:0x00

Default: 7450 1022h Attribute: Read only.
Bits |Description

31:16 |PCI bridge device ID.
15:0 |Vendor ID.

PCI-X Bridge Satus And Command Register Dev[B, A]:0x04

Default: 0230 0000h Attribute; See below.
Bits |Description

31 |DPE: detected parity error. Read only. This bit isfixed in the low state.

30 |[SSE: signaled system error. Read; set by hardware; write 1 to clear. 1=A system error was signaled
(both links were flooded with sync packets). This bit cannot be set unless Dev[B, A]:0x04[ SERREN]
is high. Note: this bit is cleared by PWROK reset but not by RESET#.

29 |RMA: received master abort. Read; set by hardware; write 1 to clear. 1=A request sent to the host
bus received a master abort (an NXA error response). Note: thisbit is cleared by PWROK reset but
not by RESET#.

28 |RTA: received target abort. Read; set by hardware; write 1 to clear. 1=A request sent to the host bus
received atarget abort (a non-NXA error response). Note: this bit is cleared by PWROK reset but not
by RESET#.

27 |STA: Signaled tar get abort. Read; set by hardware; write 1 to clear. 1=A target abort was signaled to
the host (a non-NXA error response). Note: this bit is cleared by PWROK reset but not by RESET#.

26:21 |Read only. These bits are fixed in their default state.
20 |Capabilities pointer. Read only. This bit isfixed in the high state.
19:9 |Reserved

8 |SERREN: SERR# enable. Read-write. 1=Dev[B, A]:0x04[ SSE] is enabled to be set high in response
to detected system errors. 0=Dev[B, A]:0x04[ SSE] cannot be set high and the I C does not flood the
links with sync packets.

7 |Reserved.

6 |PERSP: Parity error response. Read-write. This bit controls no hardware. It is provided for
compatibility with the PCI-PCI bridge specification.

5 |Reserved.

4 |MWIEN: Memory write and invalidate enable. Read-write. This bit does not control any internal
hardware; it is provided for compatibility with the PCI-PCI bridge specification.

3 |Special cycle enable. Read only. This hit is hardwired low.
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2 |MASEN: PCI master enable. Read-write. 1=Enables secondary bus mastersto initiate cycles to the
host.

1 |MEMEN: memory enable. Read-write. 1=Enables access to the secondary bus memory space and to
the SHPC register space through the memory-space BAR, Dev[B, A]:0x10 (this bit does not affect
access to SHPC registers through configuration space, Dev[B, A]:0x[94:90]).

0 |IOEN: 10 enable. Read-write. 1=Enables access to the secondary bus 10 space.

PCI-X Bridge Revison and Class Code Register Dev[B, A]:0x08

Default: 0604 0?11h Attribute: Read only.
Bits |Description

31:8 |CLASSCODE. Providesthe bridge class code as defined in the PCI specification. Bitg[3:1] of this
register are zero. DevA:0x08[ 8] is the same as DevA :0x48[ COMPAT]. DevB:0x08[ 8] is zero.

7:0 |REVISION.

PCI-X Bridge Bl ST-Header-L atency-Cache Register Dev[B, A]:0x0C

Default: 0081 ??00h Attribute: See below.
Bits |Description
31:24 |BIST. Read only. These hits are fixed at their default values.
23:16 |HEADER. Read only. These bits are fixed at their default val ues.

15:8 |LATENCY. Read-write. These bits control no hardware. The default value after the deassertion of
RESET# is 00h when the bridge isin conventional PCI mode and 40h when the bridge isin PCI-X
mode.

7:0 |CACHE. Read only. These hitsare fixed at their default values.

PCIl-X SHPC Base Address Register Dev[B, A]:0x10

Thisregister isreserved if DevA:0x48[HPENB, HPENA] is low.

Default: 0000 0000 0000 0004h Attribute: See below.

Bits |Description

63:12 [SHPCBAR: SHPC base address register. Read-write. These bits specify the memory address space
of the SHPC register set, SHPC[B, A]:xx. Note: bitg[63:40] are required to be programmed low;
setting any of these bits high results in undefined behavior.

11:0 |Hardwired. Read only. These bitsare all hardwired to their default state to indicate a 4K byte block
of 64-bit, non-prefetchable memory space.
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PCI-X Bridge Bus Numbers And Secondary Latency Register Dev[B, A]:0x18
Default: 7200 0000h Attribute: See below.

Bits |Description

31:27 |SECLAT][7:3]. Read-write. Secondary latency timer. The default value of SECLAT[7:0] after the
deassertion of RESET# is 00h when the bridge isin conventional PCI mode and 40h when the bridge
isin PCI-X mode.

26:24 |SECLAT[2:0]. Read only, 000b. Secondary latency timer.
23:16 |SUBBUS. Read-write. Subordinate bus number.

15:8 |SECBUS. Read-write. Secondary bus number.

7:0 |PRIBUS. Read-write. Primary bus number.

PCI-X Bridge Memory Base-Limit Registers Dev[B, A]:0x[30:1C]

These registers specify the |O-space (Dev[B, A]:0x1C and Dev[B, A]:0x30), non-prefetchable memory-space
(Dev[B, A]:0x20), and prefetchable memory-space (Dev[B, A]:0x24, Dev[B, A]:0x28, and Dev[B, A]:0x2C)
address windows for transactions that are mapped from the 40-bit link address space to the secondary PCI bus.

The links support 25 bits of 10 space. PCI-X supports 32 bits of 10 space. Host accesses to the link-defined 10
region are mapped to the PCI-X 10 window with the 7 M SB always zero. PCI-X 1O accesses in which any of
the 7 M SBs are other than zero are ignored. The PCI-X 1O space window is defined as follows:

PCI-X I0 window =
{7'hOO, Dev[B,A] :30([24:16], Dev[B,A]:0x1C[15:12], 12'hFFF} >= address >=
{7'h00, Dev[B,A]:30[8:0], Dev[B,A]:0x1C[7:4], 12'h000};

The links and PCI-X support 40 bits of memory space. The PCI-X non-prefetchable memory space window is
defined as follows:

PCI-X non-prefetchable memory window =
{24'h00, DevA:0xD8[15:8], Dev[B,A] :0x20[31:20], 20'hF_FFFF} >= address >=
{24'h00, DevA:0xD8[7:0], Dev[B,A]:0x20([15:4], 20'h0 0000};

The links support 40 bits of memory space. PCI-X supports 64 bits of prefetchable memory space. All link
memory mapped | O space may be within the PCI-X prefetchable memory window. PCI-X memory accessesin
which any of bitg[63:40] are other than zero areignored. The PCI-X prefetchable memory space window is
defined as follows:

PCI-X prefetchable memory window =
{24'h0, Dev[B,A] :2C[7:0], Dev[B,A] :0x24[31:20], 20'hF_FFFF} >= address >=
{24'h0, Dev[B,A]:28[7:0], Dev[B,A]:0x24([15:4], 20'h0 _0000};

These windows may also be altered by Dev[B, A]:0x3C[VGAEN, ISAEN]. When the address (from either the
host or from a secondary bus master) is inside one of the windows, then the transaction is assumed to be
intended for atarget that sits on the secondary bus. Therefore, the following transactions are possible:

» Host-initiated transactions inside the windows are routed to the secondary bus.

» Secondary PCl-initiated transactions inside the windows are not claimed by the IC.

» Host initiated transactions outsi de the windows are passed through the tunnel or master aborted if the IC is at
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the end of achain.
» Secondary PCl-initiated transactions outs de the windows are claimed by the |C using medium decoding and
passed to the host.
So, for example, if IOBASE > IOLIM, then no host-initiated | O-space transactions are forwarded to the sec-
ondary bus and all secondary-PCl-bus-initiated | O-space (not configuration) transactions are forwarded to the
host. If MEMBASE > MEMLIM and PMEMBASE > PMEMLIM, then no host-initiated memory-space trans-
actions are forwarded to the secondary bus and all secondary-PCI-bus-initiated memory-space transactions are
forwarded to the host.

The window may be affected by DevA:0x48[ COM PAT] as well.

Dev[B, A]:0x1C. Default: 0220 01F1h Attribute: See below.
Bits |Description
31 |DPE: detected parity error. Read; set by hardware; write 1 to clear. 1=The I C detected an address

parity error asthe target of a secondary bus cycle or a data parity error during a data phase of an
upstream transaction.

30 |RSE: received system error. Read; set by hardware; write 1 to clear. 1=The IC detected that either
[B, A]_SERR#or [B, A]_SHPC_SERR isasserted. In order to clear this bit, these signals must be
deasserted. Note: thisbit is cleared by PWROK reset but not by RESET#.

29 |RMA: received master abort. Read; set by hardware; write 1 to clear. 1=The I C received a master
abort as amaster on the secondary bus. Note: thisbit is cleared by PWROK reset but not by RESET#.

28 |RTA: received target abort. Read; set by hardware; write 1 to clear. 1=The | C received a target abort
as a master on the secondary PCI bus. Note: thisbit is cleared by PWROK reset but not by RESET#.

27 |STA: signaled target abort. Read; set by hardware; write 1 to clear. 1=The IC generated a target
abort as atarget on the secondary PCI bus. Note: this bit is cleared by PWROK reset but not by
RESET#.

26:25 |Device select timing. Read only. These bits are hard wired to indicate medium decoding.

24 |MDPE: master data parity error. Read; set by hardware; write 1 to clear. 1=The IC detected a
parity error during a data phase of aread or detected [B, A]_PERR# asserted during awrite as a
master on the secondary bus and Dev[B, A]:0x3C[PEREN] is set.

23 |FBBEN: fast back to back enable. Read only. Thisbit isfix in the low state to indicate that the IC
does not support fast back to back transactions from different masters.

22:16 |Read only. These bits are fixed in their default state.
15:12 |IOLIM. 10 limit address bits[15:12]. See Dev[B, A]:0x[30:1C] above.

11:8 |Reserved.
7:4 |IOBASE. IO base address hitg[15:12]. See Dev[B, A]:0x[30:1C] above.
3:0 |Reserved.

Dev[B, A]:0x20. Default: 0000 FFFOh Attribute: Read-write.

Bits |Description
31:20 [MEMLIM. Non-prefetchable memory limit address bitg[31:20]. See Dev[B, A]:0x[30:1C] above.
19:16 |Reserved.

15:4 MEM BASE. Non-prefetchable memory base address bitg31:20]. See Dev[B, A]:0x[30:1C] above.
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‘ 3.0 ‘Reserved.
Dev[B, A]:0x24. Default: 0001 FFF1h Attribute: Read-write.

Bits |Description
31:20 [PMEMLIM. Prefetchable memory limit address bitg[31:20]. See Dev[B, A]:0x[30:1C] above.

19:16 |Reserved.
15:4 |PMEM BASE. Prefetchable memory base address bitg[31:20]. See Dev[B, A]:0x[30:1C] above.

3.0 |Reserved.

Dev[B, A]:0x28. Default: 0000 0000h Attribute: Read-write.
Bits |Description
31:0 |PMEMBASE. Prefetchable memory base address bitg[63:32]. See Dev[B, A]:0x[30:1C] above.

Dev[B, A]:0x2C. Default: 0000 0000h Attribute: Read-write.
Bits |Description
31:0 |PMEMLIM. Prefetchable memory limit address bits[63:32]. See Dev[B, A]:0x[30:1C] above.

Dev[B, A]:0x30. Default: 0000 FFFFh Attribute: Read-write.
Bits |Description
31:16 [IOLIM. 1O limit address bits[31:16]. See Dev[B, A]:0x[30:1C] above.
15:0 [IOBASE. 10 base address bitg31:16]. See Dev[B, A]:0x[30:1C] above.

PCI-X Bridge Capabilities Pointer Register Dev[B, A]:0x34

Default: 0000 00A0Oh Attribute: Read only.
Bits |Description
31:8 |Reserved.
7:0 |CAPABILITIES PTR. Specifiesthe offset to standard PCI-X registers.

PCI-X Bridge Interrupt and Bridge Control Register Dev[B, A]:0x3C
Default: 0000 0?FFh Attribute: See below.

Bits |Description

31:28 |Reserved.

27 |DTSE: discard timer sync flood enable. Read-write. 1=If both Dev[B, A]:0x04] SERREN] and
Dev[B, A]:0x3C[DTS] are high, then Dev[B, A]:0x04[SSE] is set and the links are flooded with sync
packets.
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26

DTS: discard timer status. Read; set by hardware; write 1 to clear. 1=The 15-hit discard timer timed
out. Thisbit is not capable of being set when the secondary busisin PCI-X mode. Note: thisbit is
cleared by PWROK reset but not by RESET#.

25:23

Reserved.

22

SBRST: secondary busreset. Read-write. 1=[B, A]_PRESET# asserted; secondary PCI bus placed
into reset state. 0=[B, A]_PRESET# not asserted. Note: the PCI requirement for a delay between therising
edge of RST# and the first configuration accessis not enforced by the |C with hardware; it is expected that this
requirement be enforced through software.

21

MARSP: master abort response. Read-write. 1=The response to non-posted requests that come
from the host bus or secondary bus that resultsin a master aborts will indicate atarget abort to the
initiating bus (through PCI bus protocol or link protocol); posted requests that are master aborted
result in assertion of Dev[B, A]:0x04[SSE]. 0=Master aborts result in normal responses; read
responses are sent with the appropriate amount of data, which are all 1s, and writes are ignored.

20

Reserved.

19

VGAEN: VGA decoding enable. Read-write. 1=Route host-initiated commands targeting V GA-
compatible address ranges to the secondary bus. These include memory accesses from A0000h to
BFFFFh (within the bottom megabyte of memory space only), 10 accesses in which address bitg[9:0]
range from 3B0h to 3BBh or 3COh to 3DFh (address bitg[ 15:10] are not decoded, regardless of
Dev[B, A]:0x3C[ISAEN]; also thisonly appliesto thefirst 64K of 10 space; i.e., address bitg[31:16]
must be low). 0=The IC does not decode V GA-compatible address ranges.

18

ISAEN: | SA decoding enable. Read-write. 1=The 10 address window specified by Dev[B,
A]:0x1C[15:0] and Dev[B, A]:0x30 islimited to the first 256 bytes of each 1K byte block specified;
this only appliesto the first 64K bytes of 10 space. 0=The PCI 10 window is the wholerange
specified by Dev[B, A]:0x1C[15:0] and Dev[B, A]:0x30.

17

SERREN: system error enable. Read-write. If Dev[B, A]:0x04[SERREN] and Dev[B,
A]:0x3C[SERREN] are both high and if [B, A]_SERR# or [B, A]_SHPC_SERR is detected asserted
(Dev[B, A]:0x1C[RSE] = 1), then the IC responds by flooding the outgoing link with sync packets
and sets Dev[B, A]:0x04[SSE]. If either Dev[B, A]:0x04[SERREN] or Dev[B, A]:0x3C[SERREN]
arelow, then Dev[B, A]:0x1C[RSE] does not stop link operation or cause Dev[B, A]:0x04[SSE] to be
Set.

16

PEREN: parity error response enable. Read-write. 1=Enable parity error detection on secondary
PCI interface (see Dev[B, A]:0x1C[MDPE]); [B, A]_PERR# signal enabled to set status bit or be
driven. 0=Dev[B, A]:0x1C[MDPE] cannot be set; [B, A]_PERR# signal isignored and it is not driven
by theIC.

15:8

INTERRUPT_PIN. Read only. If DevA:0x48[HPENB, HPENA] islow, then Dev[B,
A]:0x3C[INTERRUPT_PIN] is 00h. If DevA:0x48[HPENB, HPENA] is high, then Dev[B,
A]:0x3C[INTERRUPT_PIN] is 01h. When hot plug mode is enabled, [B, A]_PIRQA# can be
asserted for hot plug events.

7:0

INTERRUPT _LINE. Read-write. These bits control no internal logic.
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PCI-X Miscellaneous Register Dev[B, A]:0x40
Default: 001F 0001h. Attribute: See below.

Bits |Description

31:28 |PCLKDEL: [B, A]_PCLK][4:0] delay. Read-write. Relative to [B, A]_PLLCLKO, [B,

A]_PCLK][4:0] are delayed by PCLKDEL* TAP_DELAY, where TAP_DELAY is defined by
DevA:0x48[BDCV]. When anew vaue is written to thisfield, there may be a glitch on the output
clocks. If [B, A]_PCLK[4:0] are used asthe reference clock to PLLs external to the | C, then changing
thisfield may cause these PLLsto lose synchronization. For thisreason, it is recommended that [B,
A]_PRESET# be asserted (through Dev[B, A]:0x3C[SBRST]) while thisfield is updated and that [B,
A]_PRESET# be deasserted at least 1 millisecond after thisfield is updated. See section 4.3 for more
information about [B, A]_PCLK]4:0].

2724

PLLODEL: PLLCLKO delay. Read-write. Relativeto [B, A]_PCLK][4:0], [B, A]_ PLLCLKOis
delayed by PLLODEL*TAP_DELAY, where TAP_DELAY isdefined by DevA:0x48[BDCV]. When
anew value iswritten to thisfield, the clock delay is shifted such that there is no glitch on the output
signal. Changing thisfield may cause the internal PLL that generates [B, A]_PCLK][4:0] to lose
synchronization for a period of no more than 100 microseconds. For this reason, it is recommended
that software alter this value by only one at atime. E.g., to change from 0 to 3, software should write
al, then write a 2, then write a 3 to thisfield. See section 4.3 for more information about [B,
A]_PLLCLKO.

23:21

Reserved.

20:16

PCLKEN: PCLK enable. Read-write. Each of these bitscontrolsa[B, A]_PCLK[4:0] signal. Bit 16
controls PCLK 0, hit 17 controls PCLK 1, and so forth. 1=The PCLK signal is enabled to toggle.
0=The PCLK signal isforced low. It is intended that this be used to disable PCLK signals that
correspond to unimplemented PCI-X devices or sots.

15:13

Reserved.

12:8

PFEN[4:0]#: prefetch enables (active low). Read-write. Each of these bits apply to one [B,
A]_REQ#/GNT# pair (Dev[B, A]:0x40[PFENO#] appliesto [B, A]_REQOC#/GNTO# and so forth).
O=Prefetching isenabled for the specified external master in conventional PCI mode. 1=Prefetchingis
not enabled. When prefetching is not enabled, memory read requests from external masters are
allowed to burst from the transaction starting address up to the 64-byte cacheline boundary, at which
point the transaction is disconnected with data. If prefetching is enabled, while the burst istaking
place, the next cacheline is read from the host such that the burst may be continued for multiple
cachelines. Thisfield isignored when the bridge isin PCI-X mode (Dev[B, A]:0xAOQ[SCF] is not
zero). It is expected that these bits are normally left at O.

75

Reserved.

NZSEQID: non-zero sequence | D. Read-write. 0=The SeqID value is Oh in the upstream link
requests that result from the bridge's PCl master memory read requests. 1=The SeqlD value is not
zero in the upstream link requests that result from the bridge’s PCI master memory read requests; if
DevA:0x40[NZSEQID] ishigh, then a Seql D of 1hisgenerated for these transactions from bridge A;
if DevB:0x40[NZSEQID] ishigh, then a SeqID of 2h is generated for these transactions from bridge
B. This applies only to memory read requests from external masters. Setting these bits high may
reduce host memory efficiency and bandwidth. It is not expected that these bitswill need to be set; the
order in which requests are delivered to destinations does not matter in most cases.

Must be low. Read-write. Thisbitisrequiredto below at all times; setting it high resultsin undefined
behavior.
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HPSSS#: hot plug single-slot support (active low). Read only. The default state of
DevA:0x40[HPSSSH] is captured off of HPSIC at the rising edge of PWROK. The default state of
DevB:0x40[HPSSSH] is captured off of B_GNT2# at the rising edge of PWROK. O=If the bridgeisin
hot plug mode (as specified by DevA:0x48[HPENB or HPENAY]), then the bridge supports asingle
hot plug slot without external isolation switches. In this mode, external isolation switches between the
IC and the slot are not required. See section 4.5.3 for details. 1=External isolation switches are
required for all hot plug slots. This bit is required to be high if more than one external deviceis
supported by the bridge. If HPSSS# islow while the DevA:0x48[HPENB, HPENA] bit corresponding
to the same bridge is low, then undefined behavior results.

CPCI66: conventional PCI modefrequency. Read only. Dev[B, A]:0xA Q[ SCF]=0h, then the bridge
isin conventional PCl mode and thisbit isvalid; otherwiseits stateis unknown. 0=[B, A]_PCLK[4:0]
toggleat 33 MHz. 1=[B, A]_PCLK]4:0] toggle at 66 MHz. The default state for thisfieldis
determined by strapping options described in section 4.2.

NIOAMODE: non-lOAPIC mode. Read-write. Thisisused to enable [B, A]_PIRQ[D, C, B, A]#to
the NIOAIRQ[D, C, B, AJ# pins. 0=The state of the PIRQ[D:A]# pin is passed to the
NIOAIRQ[D:AJ# pin asif the PIRQ[D:A]# pin were always high. 1=The state of the PIRQ[D:A]# pin
from the bridge is ANDed with the state from the other bridge and passed to the NIOAIRQ[D:AJ#
pin. Thisis shown in the following equations:
NIOAIRQA# = ~( DevA:0x40 [NIOAMODE] & ~A PIRQA# & RDRAO [IM]
| DevB:0x40[NIOAMODE] & ~B_PIRQA# & RDRBO[IM] ) ;
NIOAIRQB# = ~( DevA:0x40 [NIOAMODE] & ~A PIRQB# & RDRAL [IM]
| DevB:0x40[NIOAMODE] & ~B_PIRQB# & RDRB1[IM] ) ;
And similarly for NIOAIRQ[C and D]#. Were RDR[B, A][3:0][IM] isthe interrupt mask field of the
redirection register (see section 5.4); [B, A] = the bridge letter; [3:0] = the redirection register index.
Note that the NIOAIRQ[D:A]# pins are open drain outputs. So a high on the PIRQ input is translated
to the high-inpedence state on the NIOAIRQ output. See section 4.5.2 for more detail s about interrupt
routing. It is expected that this bit is normally left high by system BIOS.

PCI-X Miscellaneous || Register Dev[B, A]:0x44

Default;

0000 0000h. Attribute; Read-write.

Bits

Description

311

RW. Read-write. These bits control no hardware. These bits are reserved and should be left in the
default state.

NMIEN: NMI on error enable. Read-write. 1=Assertions of the [B, A]_PERR# and [B, A]_SERR#
signals (regardless of the source of the assertion) result in NMI interrupts; see section 4.5.2.1.
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Pins Latched At Boot Register DevA:0x48

The default value for bitsin this register islatched at the rising edge of PWROK.

Default: 0000 0007?h. Attribute; See below.
Bits |Description

31:12 |Reserved.

11:8 |BDCV: buffer delay calculation value. Read only. This provides the approximate buffer delay
calculation value used to determine the delay value of each tap in Dev[B, A]:0x40[PLLODEL and
PCLKDEL] asfollows: TAP_DELAY ~= 1250/BDCV picoseconds. Expected values for BDCV are
from 5h to Fh.

7:4 |Reserved.

3 |HPENB: bridge B hot plug enable. Read only. This bit captures the state of HPSIL# at the rising
edge of PWROK. 0=Hot plug mode is not enabled on bridge B. 1=Hot plug mode is enabled on
bridge B. See section 4.5.3 for details. If thisbit is low while DevB:0x40[HPSSSH] is low, then
undefined behavior results.

2 |HPENA: bridge A hot plug enable. Read only. This bit captures the state of HPSOD at the rising
edge of PWROK. 0=Hot plug mode is not enabled on bridge A. 1=Hot plug mode is enabled on
bridge A. See section 4.5.3 for details. If thisbit islow while DevA:0x40[HPSSSH] is low, then
undefined behavior results.

1 |Reserved.

COMPAT: compatibility bus. Read-write. 1=The IC routes all host initiated accessesin which the
link-defined compat hit is set to the secondary bus. The default state of this bit is latched off of
A _COMPAT at thetrailing edge of PWROK reset.

Prefetch Control Register Dev[B, A]:0x4C

This register specifies the prefetching policy when abridgeisin conventional PCl mode. This register is
ignored when in PCI-X mode. It includesthree sets of initial prefetch registers (IPF_x) and three corresponding
sets of continuous prefetch enable registers (CPFEN_x): one for memory read multiple requests (x=MRM);
one for memory read line requests (x=MRL); and one for memory read requests (x=MR). When a PCI master,
for which prefetching is enabled through Dev[B, A]:0x40[ PFEN#], initiates a host read with a command code
of MRM, MRL, or MR, then the IC sends link read requests as follows:. (1) aninitial up-to-one cacheline
request from the initial address to the end of the cacheline and (2) additional cachelines as specified by the
IPF_x field that corresponds to the command code issued by the PCI master. When each cacheline of data
starts to be transferred to the master over the PCI bus, an additional cacheline of data may be requested, as
specified by the appropriate CPFEN_x bit. An unrequested prefetch, as specified in some of the fields of this
register, is a speculative link request--or prefetch--generated by the IC for a cacheline of data beyond the cach-
eline address generated by the conventional PCl master; arequested prefetch is up-to-one cacheline of memory
read data at an address generated by the conventional PCI master. See section 4.6.1 for information about how
prefetching is related to performance.
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Default: 0000 2C00h. Attribute: Read-write.
Bits |Description
31:14 |Reserved.
13 |CPFEN_MRM. Continuous prefetch enable for memory read multiple request. When a master

initiates a burst read to the host with a memory read multiple command code, this specifiesif continu-
ous prefetching is enabled.

1= Onenew request for acacheline of prefetch datais sent to the host by the IC when data from an
earlier cacheline starts to be transferred to the requesting master over the PCI bus.

0= There areno new requests for prefetch data after theinitial batch specified by IPF_MRM.

12:10

IPF_MRM: Initial prefetch for memory read multiple request. This specifies the number of addi-
tional cacheline prefetches (after theinitial prefetch of up to one cacheline) when a PCl master ini-
tiates aburst read to the host with amemory read multiple command code. If prefetching is disabled
in Dev[B, A]:0x40[ PFEN#], then the value of thisregister isignored. 0=no additional prefetches; 1=1
additional prefetch; 2=2 additional prefetches, and so forth.

9 |CPFEN_MRL. Continuous prefetch enable for memory read line request. See CPFEN_MRM.
8:6 |[IPF_MRL: Initial prefetch for memory read linerequest. See IPF_ MRM.

5 |CPFEN_MR. Continuous prefetch enable for memory read request. See CPFEN_MRM.
4.2 |IPF_MR: Initial prefetch for memory read request. See IPF_ MRM.

1 |DPDM: Discard unrequested prefetch data upon master request. 1=No further prefetching occurs
and all unrequested prefetches are discarded when another master requests the PCI bus; also, unre-
quested prefetches are discarded if the discard timer reaches 16 PCLK s (requested prefetches are dis-
carded if the discard timer reaches 32K PCLK's). 0=Requests from other masters do not affect
prefetching; requested and unrequested prefetches are discarded if the discard timer reaches 32K
PCLKs. Thishit istypically programmed low by system BIOS.

O |DPDH: Discard unrequested prefetch data upon host request. 1=If the IC receives a host request

to the PCI bus, then:

(1) if thereisnot an outstanding requested prefetch for a given previously-established PCI read
request, then all of the unrequested prefetches associated with that PCI read request are dis-
carded; or

(2) if thereisan outstanding requested prefetch for agiven previously-established PCI read request,
then the data for that requested prefetch, a ong with the data for subsequent unrequested
prefetches, is alowed to burst onto the PCI bus until the burst is disconnected (either by the PCI
master or by the |C because it does not possess the data necessary to continue the burst); when
the burst is disconnected, any remaining unrequested prefetches associated with the PCI read
request are discarded.

(3) if thereisaburst in progress on the PCI bus, the I1C disconnects the burst at the next convenient
cacheline boundary and discards any outstanding unrequested prefetches associated with the
transaction.

O=Host requests do not affect prefetching.

Programming of this bit may vary based on platform requirements. DPDH istypically programmed
high by system BIOS to protect against stale prefetch-data scenarios, as described in the PCI specifi-
cation, revision 2.3, section 3.10, point 6; scenarios similar to this have been observed, albeit rarely.
However, if the secondary PCI busincludes a device that is accessed frequently as atarget, then set-
ting this bit may result in reduced memory read bandwidth. In such cases, it may be preferable to pro-
gram this bit low.

46



AMDZ1

24637 Rev 3.01 - April 04, 2003 AMD-8131™ PCI-X Tunnel Data Sheet

PCI-X PHY Compensation Control Registers DevA:0x[54, 50]

The PCI-X PHY circuitry includes automatic compensation that is used to adjust the drive strength of the PCI-
X and other 10 cells, including al output signals of the IC that are on the VDD33 power plane. The compensa-
tion circuits calculate the drive strength for the rising edge and falling edge of the outputs. These registers pro-
vide visibility into the calculated output of the compensation circuits, the ability to override the calculated
value with software-controlled values, and the ability to offset the calculated values with afixed difference.
The overrides and difference values may be different between bridges A and B. These registers specify the
compensation parameters as follows:

» DevA:0x50: output rising edge (P) drive strength compensation; associated with the P_CAL pin.

» DevA:0x54: output falling edge (N) drive strength compensation; associated with the P_CAL# pin.

Higher valuesin these registers represent higher drive strength; the values range from Oh to Fh (16 steps).

Default: 0000 0000. Attribute: See below.
Bits |Description
31 [Must below. Read-write. Thisbitisrequiredto below at al times; setting it high resultsin undefined
behavior.

30:20 |Reserved.

19:16 |CALCCOMP: calculated compensation value. Read only. This provides the calculated value from
the auto compensation circuitry. The default value of thisfield is not predictable.
DevA:0x50[CALCCOMP] is affected by the value of the resistor connected to P_CAL and
DevA:0x54[CALCCOMP] is affected by the value of the resistor connected to P_CAL#. In both
cases, larger the values of resistors (measured in ohms) result in smaller CALCCOMP values.

15 |Reserved.
14:13 |BCTL: Bridge B PHY control value. Read-write. These two bits combine to specify the PHY
compensation value that is applied to bridge B outputs as follows:
BCTL  Description
00b Apply CALCCOMP directly as the compensation value.
01b Apply BDATA directly as the compensation value.
10b Apply the sum of CALCCOMP and BDATA as the compensation value. If the sum
exceeds Fh, then Fhis applied.
11b Apply the difference of CALCCOMP minus BDATA as the compensation value. If the
difference isless than Oh, then Oh is applied.
12 |Reserved.
11:8 |BDATA: Bridge B data value. Read-write. This value is appled to the bridge B PHY compensation
as described in BCTL.
7 |Reserved.
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6:5 |ACTL: Bridge A PHY control value. Read-write. These two bits combine to specify the PHY
compensation value that is applied to bridge A outputs as follows:
ACTL  Description
00b Apply CALCCOMP directly as the compensation value.
01b Apply ADATA directly as the compensation value.
10b Apply the sum of CALCCOMP and ADATA as the compensation value. If the sum
exceeds Fh, then Fhis applied.
11b Apply the difference of CALCCOMP minus ADATA as the compensation value. If the
difference isless than Oh, then Oh is applied.
4 |Reserved
3:0 |ADATA: Bridge A data value. Read-write. Thisvalueis appled to the bridge A PHY compensation
as described in ACTL.
SHPC Capabilities Register Dev[B, A]:0x90

Thisregister isreserved if DevA:0x48[HPENB, HPENA] is low.

Default: 0000 980Ch Attribute: See below.
Bits |Description
31 |[CIP: Controller Interrupt Pending. Read only. 1=0One or more bitsin SHPC[B, A]:18 is set. 0=All

bitsin SHPC[B, A]:18 are cleared.

30

CSERRP: Controller System Error Pending. Read only. 1=0One or more bitsin SHPC[B, A]:1Cis
set. O=All bitsin SHPC[B, A]:1C are cleared.

29:24

Reserved.

23:16

SELECT: DWORD Select. Read-write. Specifies the DWORD from the SHPC[B, A]:XX register
set that is accessible through Dev[B, A]:0x94. 00h selects SHPC[B, A]:00; 01h selects SHPC[B,
A]:04; and so on.

15:8

Next Capability Pointer. Read only. Points to the next capability block.

7:0

Capabilities I D. Read only. Specifies the capabilities ID for SHPC.

SHPC Data Register Dev[B, A]:0x94

Thisregister isreserved if DevA:0x48[HPENB, HPENA] is low.

Default

: 0000 0000h Attribute; Read-write.

Bits

Description

31.0

DATA: SHPC data port. Accesses to this port access the register of the SHPC[B, A]:XX register set
that isindexed by Dev[B, A]:0x90[SELECT].
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Power Management Capabilities Register Dev[B, A]:0x98

Thisregister isreserved if DevA:0x48[HPENB, HPENA] is low.

Default: 480A ??01h Attribute: Read only.
Bits |Description

31:27 |PMES: PME support. Indicates PME# support in device state DO (system state SO) and device state
D3 hot (system state S1).

26 |D2S: D2 support. Indicatesthat D2 device power state is not supported.
25 |D1S: D1 support. Indicatesthat D1 device power state is not supported.

24:22 |AUXCR: auxiliary current requirements. Indicates that thereis no requirement for auxiliary
current since the D3 cold device power state is not supported.

21 |DSl: Device specific initialization. Indicates that thereis no special initialization requirement.
20 |Reserved.
19 |PMECLK: PME clock. Indicates that the PCI clock isrequired for PME# generation.

18:16 |Version. Specifiesthat the PCI function complies with Revision 1.1 of the PCI Power Management
Interface Specification.

15:8 [Next Capability Pointer. Read only. Points to the next capability block. DevA:0x98[ 15:8]=COh.
DevB:0x98[ 15:8]=00h.

7:0 |Capabilities|D. Specifiesthe Capabilities ID for PClI Power Managament.

Power Management Status and Control Register Dev[B, A]:0x9C

Thisregister isreserved if DevA:0x48[HPENB, HPENA] is low.

Default: 0000 0000h Attribute: See below
Bits |Description

31:24 |Reserved.

23 |BPCC_EN: bus power/clock control enable. Read only. Indicates that the bus power/clock control
policies defined in Section 4.7.1 of the PCI Bus Power Management Interface Specification Rev. 1.1
have been disabled.

22:16 |Reserved.

15 |PME_STS: PME# status. Read; set by hardware; write 1 to clear. Set when [B, A]_PME# is asserted
asaresult of an SHPC PME event (see SHPC[B, A]:20).

14:9 |Reserved.

8 |PME_EN: PME enable. Read-write. 1=Enables[B, A]_PME# assertion if Dev[B,
A]:Ox9C[PME_STS] is set.

7:2 |Reserved.

1.0 |PWRS: power state. Read-write. Indicates the current power state of the function. 00b = DO. 11b =

D3 hot. If software attempts to write unsupported state to thisfield (01b = D1 or 10b = D2), the write
operation completes normally on the bus; however, the data is discarded and no state change occurs.
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PCI-X Secondary Status Register Dev[B, A]:0xA0
Default: 0773 B807h (bitg[21:20] reset to low; see below for bitg[24:22]). Attribute: See below.

Bits |Description

31:25 |Reserved.

24:22 |SCF: secondary clock frequency. Read only. This specifies the frequency of the secondary bus the
last time [B, A]_PRESET# was asserted. Oh=conventional PCl mode; 1h=66 MHz PCI-X mode;
2h=100 MHz PCI-X mode; 3h=133 MHz PCI-X mode; 4h-7h are reserved. The default state for this
field is determined by strapping options described in section 4.2.

21 |SRD: split request delayed. Read only; hardwired low. The IC automatically limits the number of
upstream link read requests to the number of downstream buffers available; so there is no reason to
limit the number of ADQs in read requests accepted by the IC.

20 |SCO: split completion overrun. Read only; hardwired low. The | C automatically limits the number
of downstream PCI-X read requests to the number of upstream response buffers available; so thereis
no reason to terminate a split completion for this reason.

19 |USC: unexpected split completion. Read; set by hardware; write 1 to clear. 1=An unexpected Split
Completion with a Requester ID equal to the bridge's secondary bus number, device number 00h, and
function number 0 was received on the secondary interface.

18 |SCD: split completion discar ded. Read; set by hardware; write 1 to clear. 1=The bridge discarded a
split completion moving toward the secondary bus because the requester would not accept it.

17 |133 MHz capable. Read only. This bit is hardwired high to indicate support for 133 MHz.

16 |64-bit device. Read only. Thisbit is hardwired high to indicate a 64-bit secondary bus.

15:8 [Next capability pointer. Read only. Points to the next capability block.

7:0 |Capabilities| D. Read only. Specifies the capabilities ID for PCI-X configuration space.

PCI-X Bridge Status Register Dev[B, A]:0xA4
Default: 0003 0000h Attribute: See below.
Bits |Description

31:22 |Reserved.

21 |SRD: split request delayed. Read only; hardwired low. The |C automatically limits the number of
downstream PCI-X read requests to the number of upstream buffers available; so there is no reason to
limit the number of ADQs in read requests accepted by the IC.

20 |Split completion overrun. Read only. Thisbit is hardwired low.

19 |Unexpected split completion. Read only. Thisbit is hardwired [ow.

18 |Split completion discar ded. Read only. This hit is hardwired low.

17 |133 MHz capable. Thishit is set high arbitrarily. It has no meaning since the primary busis not PCI-
X.

16 |64-bit device. Read only. Thisbit isset high arbitrarily. It has no meaning since the primary busis not
PCI-X.

15:8 [Busnumber. Read only. These bits reflect the state of Dev[B, A]:0x18[PRIBUS].

7:3 |Devicenumber. Read only. For DevA, these bitsreflect the state of DevA:0xCO[BUID]. Fore DevB,

these bits reflect the state of DevA:0xCO[BUID] plus 1.
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\ 2:0 \Function number. Read only. Thisis Oh to reflect the value of this function. \

PCI-X Upstream Split Transaction Register Dev[B, A]:0xA8

Default: FFFF O00Eh Attribute: See below.

Bits |Description
31:16 [USTCL: upstream split transaction commitment limit. Read-write. Thisregister controls no
hardware. The I C automatically limits the number of upstream link read requests to the number of
downstream buffers available; so there is no reason to limit the number of ADQs in read requests
accepted by the IC. Thisfield is required to be greater than or equal to Dev[B, A]:0xA8[USTC]. A
value of FFFFh specifiesthat there isno limit. It is expected that thisregister will be left at its default
value by software.

15:0 [USTC: upstream split transaction capacity. Read only. This field specifies the number of
downstream response ADQs that can be stored for completion on the secondary bus.

PCI-X Downstream Split Transaction Register Dev[B, A].0xAC

Default: FFFF 0002h Attribute: See below.

Bits |Description
31:16 |DSTCL: downstream split transaction commitment limit. Read-write. Thisregister controls no
hardware. The IC automatically limits the number of downstream PCI-X read requests to the number
of upstream buffers available; so there isno reason to limit the number of ADQs in read requests gen-
erated by the IC. Thisfield isrequired to be greater than or equal to Dev[B, A]:0OXAC[DSTC]. A value
of FFFFh specifiesthat thereis no limit. It is expected that this register will be left at its default value
by software.
15:0 |[DSTC: downstream split transaction capacity. Read only. Thisfield specifies the number of
upstream response ADQs that can be stored for completion to the link.

Interrupt Discovery Configuration Registers Dev[B, A].0x[BC, B8]

These two locations duplicate access to the IOAPIC register space defined in section 5.4. Dev[B,
A]:0xB8[INDEX] provides theindex and Dev[B, A]:0xBC provides the data port. The definition of the
indexed registersis as described in section 5.4. Some fields of the IDRDR register are identical to RDR fields
(IM, POL, TM, DM, DEST, IRR); these represent duplicate access to the same physical registers (not duplicate
registers). Other IDRDR fields (INTRINFO, PASSPW) represent new functionality.

See section 4.5.2 for more information about interrupts.
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Dev[B, A]:0xB8. Default: 8000 ??08h Attribute: See below.
Bits |Description
31:24 |Capability type. Read only. Thisfield is hardwired to indicate the link-defined interrupt discovery

and configuration block.

23:16

INDEX. Read-write. Specifiesthe register accessed through the Dev[B, A]:0xBC dataport. Thisisthe
same as |OAQ00 described in section 5.4.

15:8 [Next capability pointer. Read only. Points to the next capability block. The value of this register
varies asfollows:
o If DevA:0x48[HPENA]=0 then DevA:0xB8[18:5]=COh (HT capability block).
o If DevA:0x48[HPENA]=1 then DevA:0xB8[18:5]=90h (hot plug capability block).
* If DevA:0x48[HPENB]=0 then DevB:0xB8[18:5]=00h (last capability block).
o If DevA:0x48[HPENB]=1 then DevB:0xB8[18:5]=90h (hot plug capability block).
7:0 |Capabilities| D. Read only. Specifies the capabilities ID for link configuration space.
IDRDR. Default: 0000 0000 F800 0001h Attribute: See below.
Bits |Description
63 |IRR. Read; set by hardware; cleared by hardware or write 1 to clear. This provides duplicate accessto
RDR[IRR] described in section 5.4. However, writing a 1 to this bit clears thisregister; thisis not the
case with RDR[IRR].
62 |PASSPW. Read-write. The state of this bit is reflected in the PassPW hit of the link interrupt request
packet. It is expected to be programmed low in all cases.
61:56 |Reserved.
55:24 [INTRINFO[55:24]. Read-write. IntrInfo[55:24] in the link interrupt request packet.
23:16 |1V. Read-write. Intrinfo[23:16] in the link interrupt request packet. This provides duplicate access to
RDR][IV] described in section 5.4.
15:8 |DEST. Read-write. Intrinfo[15:8] in the link interrupt request packet. This provides duplicate access
to RDR[DEST] described in section 5.4.
7 |INTRINFO[7]. Read-write. Intrinfo[ 7] in the link interrupt request packet.
6 |DM. Read-write. Intrinfo[ 6] in the link interrupt request packet. This provides duplicate access to
RDR[DM] described in section 5.4.
5 |TM. Read-write. Intrinfo[5] in the link interrupt request packet. This provides duplicate access to
RDR[TM] described in section 5.4.
4:2 |MT. Read-write. Intrinfo[4:2] in thelink interrupt request packet. Accessesto RDR[MT] described in
section 5.4. result in translated accesses to this field; see RDR[MT] for details.
1 |POL. Read-write. This provides duplicate accessto RDR[POL] described in section 5.4.
0 |IM. Read-write. This provides duplicate access to RDR[IM] described in section 5.4.
Link Command Register DevA:0xCO
Default: 0040 0008h Attribute: See below.
Bits |Description
31:29 |Slave/primary interface type. Read only.
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28

DOUI: drop on uninitialized link. Read-write. This specifies the behavior of transactions that are
sent to uninitialized links. O=Transactions that are received by the IC and forwarded to aside of the
tunnel, when DevA:0x[C4/C8][INITCPLT and ENDOCH)] for that side of the tunnel are both low,
remain in buffers awaiting transmission indefinitely (waiting for INITCPLT to be set high). 1=Trans-
actions that are received by the IC and forwarded to aside of the tunnel, when
DevA:0x[C4/C8][INITCPLT and ENDOCH)] for that side of the tunnel are both low, behave as if
ENDOCH were high. Note: thisbit is cleared by PWROK reset but not by RESET#.

27

DEFDIR: default direction. Read-write. 0=Send secondary PCI bus master requests to the master
link host as specified by DevA:0xCO[MASHST]. 1=Send secondary PCI bus master requeststo the
opposite side of the tunnel.

26

MASHST: master host. Read; set and cleared by hardware. This bit indicates which link is the path
to the master (or only) host bridge on the HyperTransport technology chain. 1=The hardware set this
bit as aresult of awrite command from the B side of the tunnel to any of the bytes of
DevA:0xCO0[31:16]. 0=The hardware cleared this bit as aresult of awrite command from the A side
of the tunnel to any of the bytes of DevA:0xC0[31:16]. This bit, along with DEFDIR, is used to
determine the side of the tunnel to which secondary PCI bus master requests are sent.

25:21

Unitl D count. Read only. Specifies the number of UnitIDs used by the IC (two).

20:16

BUID: base Unitl D. Read-write. This specifies the link-protocol base UnitID. The IC'slogic uses
this value to determine the UnitIDs for link request and response packets. When anew valueis
written to thisfield, the response includes a Unitl D that is based on the new value in this register.

15:8

Reserved.

7:0

Capabilities I D. Read only. Specifies the capabilities ID for link configuration space.

Link Configuration And Control Register DevA:0xC4 and DevA:0xC8

DevA:0xC4 applies side A of the tunnel and DevA:0xC8 appliesto side B of the tunnel. The default value for
bit[5] may vary (see the definition).

Default; 7711 0020h for DevA:0xC4 and 7?00 0020h for DevA:0xC8.Attribute: See below.

Bits |Description
31 |Reserved.

30:28 [LWO: link width out. Read-write. Specifies the operating width of the outgoing link. Legal values
are 001b (16 bits, DevA:0xC4 only), 000b (8 bits), 101b (4 bits), 100b (2 bits), and 111b (not
connected). Note: thisfield is cleared by PWROK reset but not by RESET#; the default value of this
field depends on the widths of the links of the connecting device, per the link specification. Note:
after this field is updated, the link width does not change until either RESET# is asserted or alink
disconnect sequence occurs through or LDTSTOP#.

27 |Reserved.

26:24 |[LWI: link width in. Read-write. Specifies the operating width of the incoming link. Legal values are
001b (16 bits; DevA:0xC4 only), 000b (8 bits), 101b (4 bits), 100b (2 bits), and 111b (not connected).
Note: thisfield iscleared by PWROK reset but not by RESET#; the default value of thisfield depends
on the widths of the links of the connecting device, per the link specification. Note: after thisfieldis
updated, the link width does not change until either RESET# is asserted or alink disconnect sequence
occurs through an LDTSTOP# assertion.

23 |Reserved.
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22:20

Max link width out. Read only. This specifies the width of the outgoing link to be 16 bits wide for
side A and 8 bitswide for side B.

19

Reserved.

18:16

Max link width in. Read only. This specifies the width of the incoming link to be 16 bits wide for
side A and 8 bitswide for side B.

15

Reserved.

14

EXTCTL: extended control time during initialization. Read-write. This specifiesthetimein
which LT[B, A]CTL is held asserted during the initialization sequence that follows an LDTSTOP#
deassertion, after LR[B, A]CTL is detected asserted. 0=At least 16 bit times. 1=About 50
microseconds. Note: thisbit is cleared by PWROK reset but not by RESET#.

13

LDTS3SEN: link three-state enable. Read-write. 1=During the LDTSTOP# disconnect sequence, the
link transmitter signals are placed into the high impedance state and the receivers are prepared for the
high impedance mode. For the receivers, thisincludes cutting power to the receiver differential
amplifiers and ensuring that there are no resultant high-current pathsin the circuits. 0=During the
LDTSTOP# disconnect sequence, the link transmitter signals are driven, but in an undefined state,
and the link receiver signals are assumed to be driven. Note: thisbit is cleared by PWROK reset but
not by RESET#. AMD recommends that this bit be set high in single-processor systemsand below in
multi-processor systems.

12:10

Reserved.

9:8

CRCERR: CRC Error. Read; set by hardware; write 1 to clear. Bit[9] applies to the upper byte of
the link (DevA:0xC4 only) and bit[8] applies to the lower byte. 1=The hardware detected a CRC error
on the incoming link. Note: thisbit is cleared by PWROK reset but not by RESET#.

TXOFF: transmitter off. Read; write 1 only. 1=No output signals on the link toggle; the input link
receivers are disabled and the pins may float.

ENDOCH: end of chain. Read; write 1 only or set by hardware. 1=The link is not part of the logical
HyperTransport technology chain; packets which areissued or forwarded to thislink are either
dropped or result in an NXA error response, as appropriate; packets received from thislink are
ignored and CRC is not checked; if the transmitter is still enabled (TXOFF), then it drives only NOP
packets with good CRC. ENDOCH may be set by writing a1 toit or it may be set by hardwareif the
link is determined to be disconnected at the rising edge of RESET#.

INITCPLT: initialization complete. Read only. Thisbit is set by hardware when low-level link
initialization has successfully completed. If there is no device on the other end of thelink, or if the
device on the other side of the link is unable to properly perform link initialization, then the bit is not
set. Thisbit is cleared when RESET# is asserted or after the link disconnect sequence completes after
the assertion of LDTSTOP#.

LKFAIL: link failure. Read; set by hardware; write 1 to clear. This bit is set high by the hardware
when a CRC error is detected on the link (if enabled by CRCFEN) or if thelink isnot used in the
system. Note: thisbit is cleared by PWROK reset, not by RESET#.

CRCERRCMD: CRC error command. Read-write. 1=The link transmission logic generates
erroneous CRC values. 0=Transmitted CRC values match the values cal culated per the link
specification. This bit isintended to be used to check the CRC failure detection logic of the device on
the other side of the link.

Reserved.
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CRCFEN: CRC flood enable. Read-write. 1=CRC errors (in link A for DevA:0xC4[CRCFEN]; in
link B for DevA:0xC8[CRCFEN]) result in sync packets to both outgoing links and the LKFAIL bitis
set. 0=CRC errors do not result in sync packets or setting the LKFAIL bit.

0 |Reserved.
Link Frequency Capability O Register DevA:0xCC
Default: 0035 0022h. Attribute: See below.
Bits |Description
31:16 |FREQCAPA: link A frequency capability. Read only. These bitsindicate that A side of the tunnel
supports 200, 400, 600, and 800 MHz link frequencies.
15:12 |Reserved.

11:8 |FREQA: link A frequency. Read-write. Specifiesthelink side A frequency. Legal valuesare Oh (200
MHZz), 2h (400 MHZz), 4h (600 MHz), and 5h (800 MHz). Note: thisbit is cleared by PWROK reset,
not by RESET#. Note: after this field is updated, the link frequency does not change until either
RESET# is asserted or alink disconnect sequence occurs through LDTSTOP#.

7:0 |REVISION. Read only. ThelC is designed to version 1.02 of the link specification.

Link Frequency Capability 1 Register DevA:0xDO
Default: 0035 0002h. Attribute: See below.
Bits |Description
31:16 |FREQCAPB: link B frequency capability. Read only. These hitsindicate that that B side of the
tunnel supports 200, 400, 600, and 800 MHz link frequencies.
15:12 |Reserved.

11:8 |FREQB: link B frequency. Read-write. Specifiesthe link side B frequency. Legal values are Oh (200
MHZz), and 2h (400 MHz), 4h (600 MHz), and 5h (800 MHz). Note: this bit is cleared by PWROK
reset, not by RESET#. Note: after thisfield is updated, the link frequency does not change until either
RESET# is asserted or alink disconnect sequence occurs through LDTSTOP#.

7:0 |Link device feature capability indicator. Read only. These bits are set to indicate that the IC
supports LDTSTOP#.

Link Enumeration Scratchpad Register DevA:0xD4
Default: 0000 0000h. Attribute: See below.
Bits |Description
31:16 |Reserved.

15:0 |ESP: enumeration scratchpad. Read-write. Thisfield controls no hardware within the IC. Note: this

bit is cleared by PWROK reset, not by RESET#.
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Link Non-Prefetchable M emory Space Extension Register DevA:0xD8
Default: 0000 0000h. Attribute: Read-write.
Bits |Description
31:16 |Reserved.

15:8 [NPUML: non-prefetchable upper memory limit. This field provides bit§39:32] of the non-
prefetchable memory space address limit specified by Dev[B, A]:0x20[MEMLIM]. See
Dev[B,A]:0x1C for details.

7:0 |NPUMB: non-prefetchable upper memory base. Thisfield provides bits[39:32] of the non-
prefetchable memory space address base specified by Dev[B, A]:0x20[ MEMBASE]. See
Dev[B,A]:0x1C for details.

Link PHY Compensation Control Registers DevA:0x[ES8, E4, EQ]

Thelink PHY circuitry includes automatic compensation that is used to adjust the electrical characteristics for
the link transmitters and receivers on both sides of the tunnel. Thereis one compensation circuit for the receiv-
ers and one for each polarity of the transmitters. These registers provide visibility into the calculated output of
the compensation circuits, the ahility to override the cal culated value with software-controlled values, and the
ability to offset the calculated values with afixed difference. The overrides and difference values may be dif-
ferent between sides A and B of the tunnel. These registers specify the compensation parameters as follows:

» DevA:0xEQ: transmitter rising edge (P) drive strength compensation.

» DevA:0xE4: transmitter falling edge (N) drive strength compensation.

» DevA:0xES8: receiver impedance compensation.

For DevA:0x[E4, EQ], higher values represent higher drive strength; the values range from 01h to 13h (19
steps). For DevA:0xES8, higher values represent lower impedance; the values range from 00h to 1Fh (32 steps).

Note: the default state of these registersis set by PWROK reset; assertion of RESET# does not ater any of the
fields.

Default; See below. Attribute: See below.
Bits |Description

31 [Must below. Read-write. Thisbitisrequiredto below at al times; setting it high resultsin undefined
behavior.

30:21 |Reserved.

20:16 [CALCCOMP: calculated compensation value. Read only. This provides the calculated value from
the auto compensation circuitry. The default value of thisfield is not predictable.

15 |Reserved.
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14:13 |BCTL: link side B PHY control value. Read-write. These two bits combine to specify the PHY
compensation value that is applied to side B of the tunnel as follows:

BCTL  Description

00b Apply CALCCOMP directly as the compensation value.

01b Apply BDATA directly as the compensation value.

10b Apply the sum of CALCCOMP and BDATA as the compensation value. In
DevA:Ox[E4, EQ], if the sum exceeds 13h, then 13h is applied. In DevA:0x[ES], if the
sum exceeds 1Fh, then 1Fh is applied.

11b Apply the difference of CALCCOMP minus BDATA as the compensation value. If the
difference islessthan 01h, then 01his applied.

The default value of thisfield (from PWROK reset) is controlled by the CMPOVR signal. If
CMPOVR =0, the default is00b. If CMPOVR = 1, the default is O1b.

12:8 |BDATA: link side B data value. Read-write. Thisvalueis appled to the side B of the tunnel PHY
compensation as described in BCTL. The default for DevA:0x[E4, EQ] is 08h. The default for
DevA:0xES8 is OFh.

7 |Reserved.

6:5 |ACTL: link side A PHY control value. Read-write. These two bits combine to specify the PHY
compensation value that is applied to side A of the tunnel asfollows:

ACTL  Description

00b Apply CALCCOMP directly as the compensation value.

01b Apply ADATA directly as the compensation value.

10b Apply the sum of CALCCOMP and ADATA as the compensation value. In
DevA:Ox[E4, EQ], if the sum exceeds 13h, then 13h isapplied. In DevA:0x[ES], if the
sum exceeds 1Fh, then 1Fhis applied.

11b Apply the difference of CALCCOMP minus ADATA as the compensation value. If the
difference islessthan 01h, then 01his applied.

The default value of thisfield (from PWROK reset) is controlled by the CMPOVR signal. If
CMPOVR = 0, the default is00b. If CMPOVR = 1, the default is O1b.

4:0 |ADATA: link side A data value. Read-write. This value is appled to the side A of the tunnel PHY
compensation as described in ACTL. The default for DevA:0x[E4, EQ] is 08h. The default for
DevA:0xES8 is OFh.
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Clock Control Register DevA:0xFO

See section 4.3.3 for details on clock gating. AMD system recommendations for System Management Action
Field (SMAF) codes are: 0=ACPI C2; 1=ACPI C3; 2=FID/VID change; 3=ACPI S1; 4=ACPI S3; 5=Throt-
tling; 6=ACPI $4/S5. AMD recommends setting this register to 0004_0008h (to gate clocks during S1).

Default: 0000 0000h. Attribute: Read-write.
Bits |Description
31:19 |Reserved.
18 |CGEN: clock gate enable. 1=Internal clock gating, as specified by bitg[7:0] of thisregister, is
enabled.

17 |Must below. Thishit isrequired to below at al times; setting it high resultsin undefined behavior.
16 |Must below. Thishit isrequired to below at al times; setting it high resultsin undefined behavior.
15:8 |Reserved.

7:0 |ICGSMAF: internal clock gating system management action fields. Each of the bits of thisfield
correspond to SMAF values that are captured in Stop Grant cycles from the host. For each hit,
1=When LDTSTOP# is asserted prior to a Stop Grant cycle in which the SMAF field matches the
ICGSMAF hit that is asserted, then the IC power is reduced through gating of internal clocks. 0=No
power reduction while LDTSTOP# is asserted. For example, if clock gating is required for SMAF
values of 3 and 5, then ICGSMAF3, 5] must be high. See section 4.3.3 for details.

5.3 PCI-X IOAPIC Configuration Registers

These registers are located in PCI configuration space, in the first device (device A) and second device (device
B), function 1. See section 5.1.2 for a description of the register naming convention.

|OAPIC Vendor And Device ID Register Dev[B, A]:1x00

Default: 7451 1022h Attribute: Read only.
Bits |Description
31:16 |IOAPIC device ID.
15:0 |Vendor ID.

IOAPIC Satus And Command Register Dev[B, A]:1x04

Default: 0200 0000h Attribute: See below.
Bits |Description
31:3 |Read only. These bits are fixed in their default state.

2 |MASEN: PCI master enable. Read-write. 1=Enables |OAPIC to initiate interrupt requests to the
host. Note: if Dev[B, A]:1x44[OSVISBAR]=0, then the state of this bit isignored. Note: Dev[B,
A]:1x44[10AEN] must be high to enable interrupt requests, regardless of the state of this bit.
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1 |MEMEN: memory enable. Read-write. 1=Enables access to the memory space specified by
DevA:1x10. Note: if Dev[B, A]:1x44[OSVISBAR]=0, then the state of this bit isignored. Note:
Dev[B, A]:1x44[I0OAEN] must be high to enable access to the register space, regardless of the state of
this bit.

0 |10 enable. Read only. Thishit isfixed in the low state.

|OAPIC Revision and Class Code Register Dev[B, A]:1x08

Default: 0800 1001h Attribute: Read only.
Bits |Description

31:8 |CLASSCODE. Providesthe IOAPIC class code.
7.0 |REVISION.

|OAPIC Device Bl ST-Header-L atency-Cache Register Dev[B, A]:1x0C

Default: 0000 0000h Attribute: Read only.
Bits |Description

31:24 |BIST. These hits are fixed at their default val ues.

23:16 |HEADER. These hits are fixed at their default values.
15:8 |LATENCY. These bits are fixed at their default values.
7:0 |CACHE. Thesebitsarefixed at their default values.

|OAPIC Base Address Register Dev[B, A]:1x10 and Dev[B, A]:1x48

Offsets 10h and 48h provide access to the same 8-byte register. Offset 48h is aways accessible. However, off-
set 10h can be disabled from read and write access through Dev[B, A]:1x44[OSVISBAR].

Default: 0000 0000 0000 0004h Attribute: See below.
Bits |Description
63:12 [IOABAR: IOAPIC base addressregister. Read-write. These bits specify the address space of the

IOAPIC register set, IOAxx. Note: bitg63:40] are required to be programmed low; setting any of
these bits high results in undefined behavior.

11:0 |Hardwired. Read only. These bitsare all hardwired to their default state to indicate a 4K byte block
of 64-bit, non-prefetchable memory space.

|OAPIC Device Subsystem | D and Subsystem Vendor |D Register Dev[B, A]:1x2C

Default; 0000 0000h Attribute: Read; write once.
Bits |Description
31:16 |Subsystem ID. Thisfield controls no hardware.
15:0 |Subsystem vendor ID. Thisfield controls no hardware.
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IOAPIC Control Register Dev[B, A]:1x44
Default: 0000 0000h Attribute: Read-write.

Bits |Description

31:2 |Reserved.

1 |IOAEN: IOAPIC enable. 1=Accessto the IOAPIC registers pointed to by Dev[B, A]:1x10/48 is
enabled and the IOAPIC is enabled to generate interrupt requests.

0 |OSVISBAR: operating system visible base addressregister. 0=Dev[B, A]:1x10 isnot visible;
reads provide all zeros and writes areignored. Also, the state of Dev[B, A]:1X04[MASEN, MEMEN]
areignored. 1=The IOAPIC BAR is read-write accessible through Dev[B, A]:1x10 and Dev[B,
A]:1x0O4/MASEN, MEMEN] function as specified.

|OAPIC Base Address Register Dev[B, A]:1x48

Offsets 10h and 48h provide access to the same 8-byte register. Offset 48h is aways accessible. However, off-
set 10h can be disabled from read and write access through Dev[B, A]:1x44[OSVISBAR]. See offset 10h for
the register specification.

54 |10APIC Registers

These registers are located in IOAXxx memory space. The base address register for these registersis Dev[B,
A]:1x10/48. See section 5.1.2 for adescription of the register naming convention. See also section 4.5.2 for
more details about interrupt operation. See also Dev[B, A]:0x[BC, B8] for adescription of alternative accessto
these registers and expanded programmability.

The IOAPIC register set supports 4 interrupts and corresponding redirection registers. The space isindexed
through two memory-mapped ports: IOA00 (I0OAXxx at offset 00h) provides the 8-bit index register; IOA10h
(IOAXxx at offset 10h) provides the 32-bit data port. Writes to IOA10h, the 32-bit data port, must be 32-bit,
aligned accesses; other than 32-bit writes result in undefined behavior. Reads provide all four bytes regardless
of the byte enables.

The index written to IOA0Q selects one of the following:
IOAO0Q[7:0] [Description Default

00h APIC ID register. Bitg27:24] are read-write; they control no hardware. All 0000 0000h
other bits are reserved.

01h IOAPIC version register. Read only. These bits are fixed in their default state. {0003 0011h

02h IOAPIC arbitration I D register. Bitg27:24] are read-write; they control no 0000 0000h
hardware. All other bits are reserved.
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10h-17h |RDR: redirection registers. Each of the 4 redirection registers utilizes two bitg63:32] =

indexes. Bitg63:32] are accessed through the odd indexes and bitg31:0] are 0000 0000h.
accessed through the even indexes. They are mapped to the PCI interrupt pins as

follows: bitg31:0] =
0001 0000h.
Pin IOAQO for bits[31:0] IOAQO for bits[63:32]
[B, A] PIRQA#  10h 11h
[B,A] PIRQB#  12h 13h
[B,A] PIRQC#  14h 15h
[B, A] PIRQD#  16h 17h

18h-FFh |Reserved.

RDR: the redirection registers are defined as follows:

Bits

Description

63:56

DEST: destination. Read-write. Intrinfo[15:8] in the link interrupt request packet. In physical mode,
bitg[59:56] specify the APIC ID of the target processor. In logical mode bits[63:56] specify a set of
Processors.

55:17

Reserved.

16

IM: interrupt mask. Read-write. 1=Interrupt is masked. When the interrupt is specified to bein
edge-sensitive mode and this bit transitions from 1 to 0, then no interrupt request is generated
regardless of the state of the interrupt line. When the interrupt is specified to be in level-senditive
mode and the interrupt line isin the asserted state, then when this bit transitionsfrom 1 to 0, an
interrupt request is generated. The state of this bit is also used for the NIOAIRQ[D:A]# pins; see
Dev[B, A]:0x40[NIOAMODE].

15

TM: trigger mode. Read-write. Intrinfo[5] in the link interrupt request packet. O=Edge sensitive.
1=L evel sensitive. Normally, it is expected that this bit be programmed for level-sensitive interrupts.
Note: this bit isignored for delivery modes of SMI, NMI, Init, and ExtINT, which are always treated
as edge sensitive.

14

IRR: interrupt request receipt. Read only. This bit is not defined for edge-triggered interrupts. For
level-triggered interrupts, this bit is set by the hardware after an interrupt is detected. It is cleared by
receipt of EOI as specified in section 4.5.2. .

13

POL: polarity. Read-write. O=Active high for level-sensitive interrupts and rising edge for edge-
senditive interrupts. 1=Active low for level-sensitive interrupts and falling edge for edge-sensitive
interrupts. This bit applies to the polarity of the [B, A]PIRQ[D:A]# pins as they enter the IC.
Normally, it is expected that this bit be programmed for active low interrupts. This bit has no effect on
the NIOAIRQ[D, C, B, Al# pins.

12

DS: delivery status. Read only. O=Idle. 1=Interrupt message pending.

11

DM: destination mode. Read-write. Intrinfo[6] in the link interrupt request packet. 0=Physical
mode. 1=Logica mode.
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10:8 [MT: messagetype. Read-write. These bits are physically located in IDRDR[MT] (See Dev[B,
A]:0x[BC, B8]). Accessesto thisfield result in transl ated accesses to the register bitsin IDRDR[MT].
The valuein IDRDR[MT] becomes the Intrinfo[4:2] field in link interrupt request packets. The
translation is as follows:

Accessto RDR[MT] I nterrupt type Vauein IDRDR[MT]

000b Fixed 000b
001b Lowest priority 001b
010b SMI 010b
011b Reserved 111b
100b NMI 011b
101b [nit 100b
110b Reserved 101b
111b ExtINT 110b

So, for example, awrite of 111b to RDR[MT] resultsin awrite of 110b in IDRDR[MT]. Subsequent
reads of RDR[MT] provide 111b. Subsequent reads of IDRDR[MT] provide 110b. The value placed
in link interrupt request packetsis as specified in IDRDR[MT] (110b). A write of 110bin
IDRDR[MT] would be read as 111b through RDR[MT].

7:0 |IV:interrupt vector. Read-write. Intrinfo[23:16] in the link interrupt request packet.

5.5 SHPC Working Registers

These registers are accessed through either:
* Indexed configuration space (see Dev[B, A]:0x90[SELECT] and Dev[B, A]:0x94[DATA]), or
» Non-indexed memory space (see SHPC[B, A]:00).

See section 5.1.2 for a description of the register naming convention. If DevA:0x48[HPENA] = 0 then the

SHPCA: XX registers are all reserved; if DevA:0x48[HPENB] = 0 then the SHPCB:X X registers are all
reserved.

SHPC Base Offset Register SHPC[B, A]:00

Default: 0000 0000h. Attribute: Read only.
Bits |Description

31:0 |BASE_OFFSET. Thisregister is hard-wired low to indicate that the memory-space base address of
the SHPC register set is specified only by Dev[B,A]:0x10[SHPCBAR].
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SHPC Slots Available Register | SHPCIB, A]:04
Default: 0000 0000h Attribute: Write once.
Bits |Description
31:29 |Reserved.

28:24 |N_133PCI X. Indicates maximum number of hot plug slots available to be enabled when the busis
running at 133 MHz in PCI-X mode.

23:21 |Reserved.

20:16 [N_100PCI X. Indicates maximum number of hot plug slots available to be enabled when the busis
running at 100 MHz in PCI-X mode.

15:13 |Reserved.

12:8 [N_66PCI X. Indicates maximum number of hot plug dots available to be enabled when the busis
running at 66 MHz in PCI-X maode.

7:5 |Reserved.

4:0 |N_33CONV. Indicates maximum number of hot plug dots available to be enabled when the busis
running at 33 MHz in conventional PCl mode.

SHPC Slots Available Register |1 SHPCIB, A]:08

Default; 0000 0000h Attribute; Write once.
Bits |Description

31:5 |Reserved.

4:0 |N_66CONV. Indicates maximum number of hot plug dots available to be enabled when the busis
running at 66 MHz in conventional PCl mode.

SHPC Slot Configuration Register SHPCIB, A]:0C

Default; 0000 0000h Attribute; Write once.
Bits |Description

31 |ABI: attention button implemented. 1=Hot plug dotsimplement the attention button. 0=Hot plug
dots do not implement the attention button.

30 [MRLSI: MRL sensor implemented. 1=Hot plug dotsimplement the MRL sensor. 0=Hot plug slots
do not implement the MRL sensor.

29 |PSN_UP: physical dot number up/down. 1=Each externa slot label increments by 1 from the value
in SHPC[B, A]:0C[PSN]. O=Each externa slot label decrements by 1 from the value in SHPC[B,
A]:0C[PSN].

28:27 |Reserved.

26:16 |PSN: physical slot number. Specifies the physical slot number of the device specified by SHPC[B,
A]:0C[FDN].

15:13 |Reserved.

12:8 |FDN: first device number. Specifies the device number assigned to the first hot plug slot on the
secondary bridge bus.
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7:5 |Reserved.
4:0 |NSI: number of slotsimplemented. Specifies the number of hot plug slots on the bridge.

SHPC Secondary Bus Configur ation Register SHPCIB, A]:10

Default: 0100 0000h Attribute: Read only.
Bits |Description
31:24 |SHPC Programming I nterface. Identifies the format of the SHPC Working Register set.
23:3 |Reserved.

2:0 |MODE. Indicates the current speed and mode at which the secondary bridge bus operates. 000b = 33
MHz conventional mode. 001b = 66 MHz conventional mode. 010b = 66 MHz PCI-X mode. 011b =
100 MHz PCI-X mode. 100b = 133 MHz PCI-X mode. 101b, 110b, and 111b are reserved.

SHPC Command Register SHPCIB, A]:14

Writesto SHPC[B, A]:14 areignored if SHPC[B, A]:16[BSY] = 1.

Default: 0000h Attribute: Read-write.
Bits |Description
15:13 |Reserved.
12:8 |TGT: target slot. Specifiesthe slot to which SHPC[B, A]:14[CMD] isapplied for the Slot Operation
command.
7:0 |CMD: SHPC command code. Specifies the SHPC command to be executed (see below).

Command Name CMDI[7:0]

Slot Operation 0 0 | Attention Power Slot State
Indicator | Indicator

Set Bus Segment Speed/Mode | O 1 0 0 0 | Bus Speed/Mode
Power Only All Slots 0 1 0 0 1 0 0 0
Enable All Slots 0 1 0 0 1 0 0 1

Decodings for SHPC command code fields are:

* Attention Indicator and Power Indicator specify LED states. 00b=No change; 01b=0n; 10b=Blink; 11b=0ff.

» Slot State specifies the command to the dot. 00b=No Change; 01b=Power only; 10b=Enable slot; 11b=Dis-
able dot.

* Bus Speed/M ode specifies the bridge speed and mode. See SHPC[B, A]:10[MODE] for the encoding.
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SHPC Satus Register SHPCIB, A]:16

The Controller Command Error Code field consists of SHPC[B, A]:16[INVSM_ERR, INVCMD_ERR,
MRLO_ERR]. No hits or one bit of the Controller Command Error Code field may be updated when SHPC[B,
A]:16[BSY] transitions from 1 to 0, indicating command completion with an error. If abit in the Controller
Command Error Codefield is set, then it remains set until the next 1 to O transition of BSY.

Default: 0000h Attribute: Read only.
Bits |Description

15:4 |Reserved.

3 |INVSM_ERR: Invalid Speed/Mode. Thisis set high when one of the following errors occurs:

» Thetarget dot specified by SHPC[B, A]:14[TGT] is not capable of running at the current speed or
mode when the Slot Operation Command Enable command is issued.

» A dlot on the busis not capable of running at the current bus speed or mode when the Enable All
Slots Command is issued.

» An enabled slot on the bus segment is not capable of running at the requested bus speed or mode
when the Set Bus Segment Speed/M ode Command is issued.

» The Set Bus Segment Speed/Mode Command is issued when the number of slots available at the
requested bus speed or mode (specified by SHPC[B, A]:[08, 04]) is greater than zero and less than
the number of dots enabled.

2 |INVCMD_ERR: invalid SHPC command. Thisis set high when one of the following errors occurs:

* A reserved command code is used.

» Thetarget slot specified by SHPC[B, A]:14[TGT] is zero or is greater than the SHPC[B,
A]:0C[NSI] for any Slot Operation Command.

» Thetarget slot specified by SHPC[B, A]:14[ TGT] is greater than the number of slots available at
the current bus speed or mode (specified by SHPC[B, A]:[08, 04]) when Slot Operation
Command Enable isissued.

» Thetarget slot specified by SHPC[B, A]:14[ TGT] is enabled when Slot Operation Command
Power Only isissued.

» One or more slots on the bus segment are already enabled when Power Only All Slots Command
or Enable All Slots Command is issued.

» The Set Bus Segment Speed/Mode Command is issued when SHPC[B, A]:[08, 04] indicate no
dlots are available at the requested speed or mode.

1 |MRLO_ERR: MRL open. 1=The MRL of thetarget slot specified by SHPC[B, A]:14[TGT] was
open when Slot Operation Command Power Only or Slot Operation Command Enable was issued.

0 |BSY: Controller Busy. 1=An SHPC command (see SHPC[B, A]:14) isin progress.
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SHPC Interrupt Locator Register SHPCIB, A]:18
Default: 0000 0000h Attribute: Read only.

Bits |Description

31:5 |Reserved.

4:1 |IP[4:1]: dot interrupt pending. Each bit n of thisfield corresponds to dot n. 1=A dlot status bit
capable of generating interruptsis set and the corresponding interrupt mask is 0. Sot status bits
capable of generating interrupts are SHPC[B, A]:[30, 2C, 28, 24][CPC_STS, IPF_STS, ABP_STS,
MRLSC_STS, CPF_STS]. The corresponding interrupt masks are SHPC[B, A]:[30, 2C, 28,
24][CP_IM, IPF_IM, AB_IM, MRLS_IM, CPF_IM].

0 |CC_IP: command completeinterrupt pending. 1=SHPC[B, A]:20[CC_STS] is 1 and SHPC[B,
A]:20[CC_IM] isO.

SHPC SERR Locator Register SHPCIB, A]:1C

Default: 0000 0000h Attribute: Read only.
Bits |Description
31:5 |Reserved.

4:1 |SERRP[4:1]: slot SERR pending. Each bit n of thisfield correspondsto slot n. 1=A dlot status bit
capable of generating SERR is set and the corresponding SERR mask is 0. Slot status bits capable of
generating SERR are SHPC[B, A]:[30, 2C, 28, 24][MRLSC_STS, CPF_STS]. The corresponding
SERR masks are SHPC[B, A]:[30, 2C, 28, 24][MRLS_SERRM, CPF_SERRM].

0 |A_SERRP: arbiter SERR pending. 1=SHPC[B, A]:20[ATOUT_STS] is 1 and SHPC|B,
A]:20[A_SERRM] isO.

SHPC SERR-INT Register SHPCI[B, A]:20

The wakeup signal shown below sets Dev[B, A]:0x9C[PME_STS].
SHPC_WAKEUP = (SHPC[B, A]:18[IP] != 0000b)
| ~SHPC[B, A]:20[CC_IM] & SHPC[B, A]:20[CC _STS];

The SHPC interrupt shown below isrouted to the [B, A]_PIRQA# pin.
SHPC INTR = ~SHPC[B, A]:20[GIM] & SHPC WAKEUP;

The SHPC system error shown below sets Dev[B, A]:0x1C[RSE] (see also Dev[B, A]:0x3C[SERREN]).
SHPC_SERR = ~SHPC[B, A]:20[GSERRM] &

( (SHPC[B, A]:1C[SERRP] != 0000b)

| ~SHPC[B, A]:20[A SERRM] & SHPCI[B, A]:20[ATOUT STS]);
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Default; 0000 000Fh Attribute: See below.
Bits |Description
31:18 |Reserved.

17 |ATOUT_STS: arbiter timeout status. Read; set by hardware; write 1 to clear. Set when an arbiter
timeout is detected by the SHPC logic. The arbiter timeout occurs when the PCI busis requested
(from theinternal arbiter) for a hot plug operation and it is not granted for 2223 [B, A]_PCLK cycles.

16 |CC_STS: command completion status. Read; set by hardware; write 1 to clear. Set when an
SHPCIB, A]:16[BSY] transition from 1 to O is detected.

15:4 |Reserved.
3 |A_SERRM: arbiter SERR mask. Read-write. 1=SERR indication for arbiter timeout is disabl ed.

2 |CC_IM: command completeinterrupt mask. Read-write. 1=SHPC interrupt generation for
command completion is disabled.

1 |GSERRM: global SERR mask. Read-write. 1=SERR indication is disabled.
0 |GIM: global interrupt mask. Read-write. 1=SHPC interrupt generation is disabled.

SHPC Logical Slot Registers SHPCIB, A]:[30, 2C, 28, 24]

The offset for the SHPC Logical Slot Register (or LSR) for slot 1 is24h, for slot 2is28h, for slot 3is2Ch, and
for slot 4 is 30h. “LSR” isused instead of SHPC[B, A]:[30, 2C, 28, 24] in the description below. See SHPC[B,
A]:20 for information about how these registers may affect interrupts, events, and system errors.

Default; 7FO0 3F3Fh Attribute: See below.
Bits |Description
31 |Reserved.

30 |CPF_SERRM: connected power fault SERR mask. Read-write. 1=SERR generation is disabled
when LSR[CPF_STS] is set. 0=SERR generation is enabled when LSR[CPF_STY] is set.

29 |MRLS SERRM: MRL sensor SERR mask. Read-write. 1=SERR generation is disabled when
LSRIMRLSC_STS] is set. 0=SERR generation is enabled when LSRIMRLSC_ST§] is set.

28 |CPF_IM: connected power fault interrupt mask. Read-write. 1=Interrupt generation is disabled
when LSR[CPF_STS] is set. O=Interrupt generation is enabled when LSR[CPF_STS] is set.

27 |MRLS IM: MRL sensor interrupt mask. Read-write. 1=Interrupt generation is disabled when
LSRIMRLSC_STS] is set. O=Interrupt generation is enabled when LSRIMRLSC_STS] is set.

26 |AB_IM: attention button interrupt mask. Read-write. 1=Interrupt generation is disabled when
LSR[ABP_STS] is set. O=Interrupt generation is enabled when LSR[ABP_STS] is set.

25 |IPF_IM: isolate power fault interrupt mask. Read-write. Read-write. 1=Interrupt generation is
disabled when LSR[IPF_STS] is set. O=Interrupt generation is enabled when LSR[IPF_STS] is set.

24 |CP_IM: card presenceinterrupt mask. Read-write. 1=Interrupt generation is disabled when
LSR[CPC_STS] is set. O=Interrupt generation is enabled when LSR[CPC_STS] is set.

23:21 |Reserved.

20 |CPF_STS: connected power fault status. Read; set by hardware; write 1 to clear. Set when LSR[PF]
changes from 0 to 1 while LSR[SS] = 10b (slot is enabled).

67



AMDA\
24637 Rev 3.01 - April 04, 2003 AMD-8131™ PCI-X Tunnel Data Sheet

19 |MRLSC_STS. MRL sensor change status. Read; set by hardware; write 1 to clear. Set when
LSRIMRLS] changesits value.

18 |ABP_STS: attention button press status. Read; set by hardware; write 1 to clear. Set when
LSR[AB] transitionsfrom 0 to 1.

17 |IPF_STS: isolated power fault status. Read; set by hardware; write 1 to clear. Set when L SR[PF]
changes from 0 to 1 while LSR[SS] !=10b (slot is not in the enabled state). .

16 |CPC_STS: card presence change status. Read; set by hardware; write 1 to clear. Set when
LSR[PRSNT1_2] field changes value.

15:14 |Reserved.

13:12 |PCI-X_CAP: PCI-X capability. Read-only. Reflects the current PCI-X capability of the add-in-card.
These bitsare not valid if the slot is empty. 00b = Conventional PCI. 01b = 66 MHz PCI-X mode. 10b
= Reserved. 11b = 133 MHz PCI-X mode.

11:10 |PRSNT1 _2: PRSNT 1#/PRSNT 2#. Read-only. Reflects the current debounced state of the PRSNT 1#
and PRSNT2# pins on the slot. 00b = Card present; 7.5W. 01b = Card present; 15W. 10b = Card
present; 25W. 11b = Slot Empty.

9 |M66_CAP: 66 MHz capable. Read-only. Thishit isvalid only when the slot is occupied and
powered. 1=Add-in card is capable of running at 66 MHz conventional mode. 0=Add-in-card is
capable of running at 33 MHz conventional mode only.

8 |MRLS: MRL sensor. Read-only. Reflects the current state of the debounced MRL sensor. 1=MRL
sensor is open. 0=MRL sensor is closed.

7 |AB: attention button. Read-only. Reflects the current state of the debounced attention button.
1=Attention button is being pressed. O=Attention button is released.

6 |PF: power fault. Read-only. Reflects the current state of the power fault latch in the slot power
control circuitry. 1=Power fault (isolated or connected) is detected.

5:4 |AIS: attention indicator state. Read-only. Reflects the current state of the attention indicator. 00b =
reserved. O1b = on. 10b = blink. 11b = off.

3:2 |PIS: power indicator state. Read-only. Reflects the cuttent state of the power indicator. 00b =
reserved. O1b = on. 10b = blink. 11b = off.

1:0 |SS: dlot state. Read-only. Reflects the current state of the dot. 00b = reserved. 01b = powered only.
10b = enabled. 11b = disabled.
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6 Electrical Data

6.1 Absolute Ratings

AMD-8131™ PCI-X Tunnel Data Sheet

The IC is not designed to operate beyond the parameters shown in the following table.

Parameter Minimum Maximum Comments
VDD12[B, A] 05V 17V

vDD18, VDDA18 05V 20V

VDD33 05V 36V

Tcase (Under Bias) 85°C

TstorRAGE -65°C 150°C

Table 11: Absolute maximum ratings.

6.2 Operating Ranges

The IC isdesigned to provide functional operation if the voltage and temperature parameters are within the
limits defined in the following table.

Parameter Minimum |Typical Maximum |Units |Comments

VDD12[B, A] 114 12 1.26 \Y,

VDD18, VDDA 18 171 18 1.89 V

VDDA 18 peak-to-peak 50 mV Maximum sinusoidal amplitude at frequency
noise range from 50 KHz to 20 MHz.

VDD33 3.135 33 3.465 Y,

Tease (Under Bias) 85 deg C

Table 12: Operating ranges.
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6.3 DC Characteristics

AMD-8131™ PCI-X Tunnel Data Sheet

See the HyperTransport™ Technology Electrical Specification for the DC characteristics of link signals.

The following table shows current consumption in amps and power in watts for each power plane. Unless oth-
erwise noted, values assume that both bridges are operating at 133 MHz.

Typical M ax
Parameter Description Current |Power Current |Power
VDD12A current, power 0.13A 0.16W |0.19A 0.24W
VDD12B current, power 0.07 A 0.08W |0.09A 0.12w
VVDD18 current, power; operationa 190A 342W |240A |454W
VDD18 current, power; internal clock gated mode (see section 4.3.3); both [0.30 A |0.54W |043A |0.82W
bridges operating at 66 MHz.
VDD18 current, power; internal clock gated mode (see section 4.3.3); both [0.52A  [0.94W |0.75A 1.42W
bridges operating at 133 MHz.
VDDA18 current, power 0.02 A 0.04W |0.03A 0.06 W
VDD33 current, power; assumes no current load on PCI bus signals 0.50 A 165W |0.60 A 2.08 W
Total power; operational (no clock gating) 54 W 7.0W
Table 13: Current and power consumption.
The following table shows DC characteristics for signals on the VDD33 power plane.
Symbol |Parameter Description Min Max Units |Comments
VL Input low voltage -0.5 0.35VvDD33 |V
\m Input high voltage 0.5VvDD33 |05+VDD33 |V
VoL Output low voltage; oyt = 1.5 mA 0.1vDD33 |V
VoH Output high voltage; 1oyt = -0.5 mA 0.9VvDD33 \%
[ Input leakage current +/- 10 UA
Cin Input capacitance 8 pF
VoL [B, A]_PCIXCAP voltage for low state 0.15vDD33 |V
Vyem [B, A]_PCIXCAP voltage for mid state |0.25VDD33 |0.70VDD33 |V
VycH [B, A]_PCIXCAP voltage for high state |0.85VDD33 \Y,

Table 14: DC characteristicsfor signalson the VDD33 power plane.
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6.4 AC Characteristics

AMD-8131™ PCI-X Tunnel Data Sheet

See the HyperTransport Technology Electrical Specification for the AC characteristics of link signals,
PWROK, RESET#, and LDTSTOP#.

The following table shows AC requirements for REFCLK .

Symbol |Parameter Description Min Max |Units|Comments
tReFE REFCLK cycletime 15 18 ns
tREFC REFCLK cycleto cyclejitter; difference in the period of any two 0.250 |ns
adjacent REFCLK cycles
tREFPI REFCLK period jitter; difference between the nominal periodand |-0.300 |+0.300 |ns
the period of any REFCLK cycle
trepsw  |REFCLK dlew rate 1 Vins
trerss  |REFCLK 33 KHz spread spectrum frequency change from tgep -0.5 0 %
Table 15: AC requirementsfor REFCLK.
The following table shows AC specification data for PCI clocks.
Symbol |Parameter Description 133MHz | 100MHz | 66 MHz 33MHz |Units|Comments
Min |[Max [Min |[Max [Min |Max |Min |Max
teve [B, A]_PCLK][4:0] cycletime |7.5 10 15 30 ns
tHiIGH [B, A]_PCLK][4:0] high time 3 6 1 ns
tLow [B, A]_PCLK][4:0] low time 3 6 1 ns
ts gw [B, A]_PCLK[4:0] slew rate 15 |4 15 |4 15 |4 15 |4 V/ns

Table 16: AC datafor PCI clocks.

The following table shows general AC specification data. “PCLK” refersto [B, A]_PCLK][4:0].

Symbol |Parameter Description PCI-X 133,| Conven- Conven- |Units|Comments
100,66 | tional PCI | tional PCI
MHz 66 MHz 33MHz
Min [Max [Min [Max |Min |Max
Tya PCLK to signal valid delay 0.7 |38 |2 6 2 11 |ns
Ton PCLK to signal active delay 0 2 2 ns
Tott PCLK to signal float delay 7 14 28 |ns
Tq, Input setup time to PCLK 12 3 7 ns
T Input hold time from PCLK 0.5 0 0 ns

Table17: AC datafor PCI bus.
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7 Ball Designations

1 2 3 4 5 6 7 8 9 10 1 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

A LDT  VSS  VSS LTACA LTACA LTACA LTACA LTACLKLTACLK LTACA LTACA LTACA LTACA LRACT LRACT LRACA LRACA LRACA LRACA LRACA LRACA LRACA LRACA VSS = CMP A
COMP1 DPO DNO DP2 DN2 OP ON DP5S DN5 DP7 DN7 LN LP DN6 DP6 DN4 DP4 DN3 DP3 DNI DPL OVR
B LDT  VSS LDT VSS VSS LTACA VDDI8 LTACA VSS LTACA VDD18 LTACA VSS LTACTL VDD18 LRACA VSS LRACA VDDI8 LRACL VSS LRACA VDD18 LRACA VSS STRAP RESET B
COMP2 COMPO D_P1 D_P3 D_P4 D_P6 PO D_N7 D_N5 KO_N D_N2 D_NO L2 #

C VSS VSS LDT VSS VSS LTACA LTACA LTACA LTACA LTACLK LTACA LTACA LTACA LTACA LTACTL RSVD3 LRACA LRACA LRACA LRACA LRACL LRACA LRACA LRACA LRACA VSS LDT PWR REF C
COMP3 DN8 DNL DN10 DN3 1N D_N4 D_NI3 DN6 DNI5 _NO D_P7 D_P14 DP5 DP12 KOP DPIl DP2 DP9 D_PO STOP# OK  CLK

D FREE FREE VSS FREEL VSS LTACA VDD18 LTACA VSS LTACLK VDD18 LTACA VSS LTACA VDD18 RSVD2 VSS LRACA VDD18 LRACA VSS LRACA VDD18 LRACA VSS VSS TEST VSS VSS D
12 10 D_P8 D_P10 1P D_P13 D_P15 D_N14 D_N12 D_N11 D_N9

E FREE FREE FREE FREE VSS LTACA LTACA LTACA LTACA LTACA LTACA LTACA LTACA RSVDO RSVD1 LRACA LRACA LRACA LRACA LRACL LRACL LRACA LRACA LRACA LRACA VSS = VSS VSS LTBCA E
18 19 13 14 DP9 DN9 D_PIl DNIl D_P12 D_N12 D_P14 D_N14 D_N15 D_P15 D_N13 D_P13 KLN KI_P D_N10 D_P10 DN8 D_P8 D_P0

F BAD BAD BAD BAD FREES VSS VSS VDDI8 VSS VDDI8 VSS VDDI8 VSS VDD18 VSS VDD18 VSS VDD18 VSS VDD18 VSS VDDI8 VSS VDDI8 NIOA VSS LTBCA LTBCA LTBCA F
3% 3 3B 32 IRQA# D.NI D_PL D_NO

G BAD VSS B.AD VDD33 BAD VSS VDDI8 VSS VDD18 VSS VDDI8 VSS VDDI8 VSS VDD18 VSS VDD18 VSS VDD18 VSS VDD18 VSS VDD18 NIOA NIOA NIOA VSS VDD18 LTBCA G
38 37 36 IRQB# IRQD# IRQCH# D_P2

H B_AD BAD BAD BAD BAD BAD VSS VDDI8 VSS VDD12 VSS VDD18 VSS VDD18 VSS VDD18 VSS VDD12 VSS VDD18 VSS VDD18 VSS VDD33 STRAP VDD18 LTBCA LTBCA LTBCA H
44 43 42 41 40 39 A A L3 D_N3 D_P3 D_N2

J BAD BAD BAD BAD BAD B_AD VDD33 VSS VDD33 VSS VDD12 VSS VDD18 VSS VDD18 VSS VDD12 VSS VDD18 VSS VDD18 VSS VDD18 VSS HPSOD HPSIL# RSVD4 VSS LTBCL J
50 49 48 47 46 45 A A K0_P

K B_AD VSS B_AD VDD33 B_AD VDD33 VSS VDD33 VSS VDD12 VSS VDD18 VSS VDD18 VSS VDD18 VSS VDD12 VSS VDD18 VSS VDD18 VSS A _COM RSVD5 VSS LTBCA LTBCA LTBCL K
53 52 51 A A PAT D_N4 D_P4 KON

L BAD BAD BAD BAD BAD B_AD VDD33 VSS VDD33 VSS VDD12 VSS VDD18 VSS VDD18 VSS VDD12 VSS VDD12 VSS VDD12 VSS VDD18 RSVD6 RSVD7 A_REQ RSVD8 VDD18 LTBCA L
59 58 57 56 55 54 A A B B 4% D_P5

M B_CBE B_PAR B.AD BAD B_AD B_AD VSS VDD33 VSS VDD33 VSS VDD18 VSS VDDI8 VSS VDD18 VSS VDD12 VSS VDD12 VSS VDD18 VSS A PLL A PLL VDD18 LTBCA LTBCA LTBCA M
_La 64 63 62 61 60 B B CLKO  CLKI D_N6 D_P6 D_N5

N B.CBE VSS B_CBE VDD33 B_CBE VSS VDD33 VSS VDD33 VSS VDD33 VSS VDDI8 VSS VDD18 VSS VDD18 VSS VDD18 VSS VDDI8 VSS VDD18 A_GNT A_ RSVD9 RSVD VSS LTBCA N
ik L6 15 4  PCLK4 10 D_P7

P B_AD3 B_AD2 B_AD1 B_ADO B_ACK B_REQ VSS VDD33 VSS VDD33 VSS VDDI8 VSS VDDI8 VSS VDD18 VSS VDD18 VSS VDDI8 VSS VDD18 VSS  A_ AGNT VSS LTBCTLLTBCTL LTBCA P
64# PCLK3 3¢ N P DN

R B_AD4 B_AD5 B_AD6 B_AD7 B_CBE B_AD8 VDD33 VSS VDD33 VSS VDD33 VSS VDDI8 VSS VDD18 VSS VDD18 VSS VDD18 VSS VDD18 VSS VDD18 A A GNT A_REQ RSVD VDDI18 LRBCT R
_Lo PCLK2  2# 34 1 LN

T B_AD9 VSS B_M66 VDD33 B_AD VDD33 VSS VDD33 VSS VDD33 VSS VDD18 VSS VDD18 VSS VDD18 VSS VDD18 VSS VDDI8 VSS VDD18 VSS A_ A_REQ VDD18 LRBCA LRBCA LRBCT T
EN 10 PCLK1 ~ 2# DP7 DN7 LP

U B_ADIl B.AD B_AD B AD B_AD B_CBE VDD33 VSS VDD33 VSS VDD33 VSS VDDI8 VSS VDD18 VSS VDD18 VSS VDD18 VSS VDD18 VSS VDD18 A PIRQ A GNT RSVD RSVD VSS LRBCA U
12 13 14 15 L Al 1# 12 13 D_N6

V. B_PAR B_ B_ B_ B_PCIX B_LDEV VSS VDD33 VSS VDD33 VSS VDD18 VSS VDD18 VSS VDD18 VSS VDD12 VSS VDDI12 VSS VDD18 VSS A _REQA PIRQ VSS LRBCA LRBCA LRBCA V
SERR# PERR# STOP# CAP  SEL# B B 1# B# D_P5 D_N5 D_P6

W B_ VSS B_IRDY VDD33 B_FRA VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD12 VSS VDD12 VSS VDD18 RSVD RSVD RSVD RSVD VDD18 LRBCA W
TRDY# # ME# B B 14 15 16 17 D_N4

Y B.CBE BAAD BAD BAD BAD BAD VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDDI8 RSVD VDD18 LRBCL LRBCL LRBCA Y
2 16 17 18 19 20 18 KO_P KON D_P4

AA B_AD B_AD B AD B CBE B AD B_AD VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD18 A PIRQ RSVD RSVD RSVD VSS LRBCA AA
21 22 23 L3 24 25 C# 19 20 21 D_N3

AB B_AD VSS B_AD VDD33 B_AD VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS A_ A_PIRQ VSS LRBCA LRBCA LRBCA AB
26 27 28 PCLKO  D# D_P2 DN2 D_P3

AC B_AD B_AD B_AD B REQ B.GNT B_ VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 VSS VDD33 A_REQ A GNT A_PRE RSVD VDD18 LRBCA AC
29 30 31 0# 0#  PCLKO 04 0#  SET# 22 D_N1

AD B_PRE B_PIRQB_PIRQ B_PIRQ FREE6 B_PME A_PME VSS FREE FREE8 AAD VDD33 AAD AAD VSS AAD6 A_CBE VDD33 A AD6 AAD VSS A_ A_FRA VDD33 AAD VDD18 LRBCA LRBCA LRBCA AD
SET# D#  C#  B# # # 15 33 2 2 W 10 PERR# ME# 23 DPO DNO D_P1

AE B_PIRQ VSS P_CAL VDD33 FREE B PLL B_PLL B_REQ FREE VSS AAD AAD AAD AAD AAD AAD ACBE AADO AAD5 AMS6 AAD A_ AIRDY AAD AAD VSS VSS VSS VSS AE
A 17 CLKI CLKO 4¢ 22 34 39 43 49 54 61 L6 EN 13 SERR# # 17 22

AF B_REQ P_CAL B_.GNT B_ VDD33 B_REQ B_REQ VDD33 B_  VSS AAD VDD33 AAD AAD VDD33 A_AD A_CBE VDD33 A_AD4 A_ADI VDD33 APAR A_ VDD33 AAD AAD VDD33 AAD VDDA AF
¥ # 1§ PCLKL % 3 PCLK4 35 “ 50 60 L5 TRDY# 21 2 31 18

AG FREE FREE VDD33 NCO ~NCL B_GNT B_GNT B_GNT FREE3 VSS AAD AAD AAD AAD AAD AAD ACBE AACK AAD3 AAD8 AAD ACBE ADEV AAD AAD AAD AAD AAD VDDA AG
6 2 % % 4 3 40 45 51 55 59 L4 64# 12 11 SE# 16 20 25 28 30 18

AH VSS NC2 NC3 VSS B_ B_ VSS VSS VSS AAD VSS AAD AAD VSS AAD APAR VSS AAD2 ACBE VSS AAD APCIX VSS AAD AAD VSS AAD AH

PCLK2 PCLK3 37 4% 5 58 64 Lo 15  CAP 19 24 29
A FREEQ FREE FREE2 HPSIC HPSOC FREE4 FREE7 AAD AAD AAD AAD AAD AAD AAD AAD AREQ AADL AAD7AADIL AAD A_ ACBE AAD ACBE AAD A
21 32 38 4 4 53 56 57 63  64# 14 sTOP# 12 18 13 27

1 2 3 4 5 6 7 8 9 10 1 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
Top side view

Figure 13: Ball designations.

72



AMDA\
24637 Rev 3.01 - April 04, 2003 AMD-8131™ PCI-X Tunnel Data Sheet

Alphabetical listing of signals and corresponding BGA designators.

Signal name Ball  Signalname Ball Signal name Ball  Signal name Ball
A_ACK64#  AG18 A_AD51 AGl14 A_REQ4# L26 B_AD46 J5

A_ADO AE18 A_AD52 AH14 A_REQG64# AJ18 B_AD47 A

A_AD1 AJ19 A_AD53 AJl4 A_SERR# AE22 B_AD48 J3

A_AD2 AH19 A_AD54 AE15 A_STOP# AJ23 B_AD49 2

A_AD3 AG19 A_AD55 AG15 A_TRDY# AF23 B_AD50 J1

A_AD4 AF19 A_AD56 AJI5 B_ACK64# P5 B_AD51 K5
A_AD5 AE19 A_AD57 AJ16 B_ADO P4 B_AD52 K3
A_AD6 AD19 A_AD58 AH16 B_AD1 P3 B_AD53 K1
A_AD7 AJ20 A_AD59 AG16 B_AD2 P2 B_AD54 L6

A_AD8 AG20 A_AD60 AF16 B_AD3 P1 B_AD55 L5

A_AD9 AF20 A_AD61 AE16 B_AD4 R1 B_AD56 L4

A_AD10 AD20 A_AD62 AD16 B_AD5 R2 B_AD57 L3

A_AD11 AJ21 A_AD63 AJ1l7 B_AD6 R3 B_AD58 L2

A_AD12 AG21 A_CBE_LO AH20 B_AD7 R4 B_AD59 L1

A_AD13 AE21 A_CBE L1 AG22 B_ADS8 R6 B_AD60 M6
A_AD14 AJ22 A_CBE L2 AJR4 B_AD9 T1 B_AD61 M5
A_AD15 AH22 A_CBE_L3 AJ26 B_ADI10 T5 B_AD62 M4
A_AD16 AG24 A_CBE_L4 AGl7 B_AD11 U1l B_AD63 M3
A_AD17 AE24 A_CBE_L5 AF17 B_AD12 u2 B_CBE_LO R5

A_AD18 A5 A_CBE_L6 AE17 B_AD13 U3 B_CBE_L1 U6
A_AD19 AH25 A_CBE_L7 AD17 B_AD14 u4 B_CBE_L2 Y1
A_AD20 AG25 A_COMPAT K24 B_AD15 () B_CBE_L3 AA4
A_AD21 AF25 A_DEVSEL# AG23 B_AD16 Y2 B_CBE_L4 M1
A_AD22 AE25 A_FRAME# AD23 B_AD17 Y3 B_CBE_L5 N5
A_AD23 AD25 A_GNTO# AC25 B_AD18 Y4 B_CBE_L6 N3
A_AD24 AH26 A_GNT1# U25 B_AD19 Y5 B_CBE_L7 N1
A_AD25 AG26 A_GNT2# R25 B_AD20 Y6 B_DEVSEL# V6
A_AD26 AF26 A_GNT3# P25  B_AD21 AAl B_FRAME# W5
A_AD27 AJ27 A_GNT4# N24  B_AD22 AA2 B_GNTO# AC5
A_AD28 AG27 A_IRDY# AE23 B_AD23 AA3 B_GNT1# AF3
A_AD29 AH28 A_MG66EN AE20 B_AD24 AA5 B_GNT2# AG6
A_AD30 AG28 A_PAR AF22 B_AD25 AA6 B_GNT3# AG7
A_AD31 AF28 A_PAR64 AH17 B_AD26 AB1 B_GNT4# AG8
A_AD32 AJI0 A_PCIXCAP AH23 B_AD27 AB3 B_IRDY# w3
A_AD33 AD11 A_PCLKO AB24 B_AD28 AB5 B_MG66EN T3

A_AD34 AE1l A_PCLK1 T24 B_AD29 ACl B_PAR V1
A_AD35 AF11 A_PCLK2 R24  B_AD30 AC2 B_PAR64 M2
A_AD36 AG11 A_PCLK3 P24  B_AD31 AC3 B_PCIXCAP V5
A_AD37 AH11 A_PCLK4 N25 B_AD32 F4 B_PCLKO AC6
A_AD38 AJ1l A_PERR# AD22 B_AD33 F3 B_PCLK1 AF4
A_AD39 AE12 A_PIRQA# U24 B_AD34 F2 B_PCLK2 AH6
A_AD40 AG12 A_PIRQB# V25 B_AD35 F1 B_PCLK3 AH7
A_AD41 AJ12  A_PIRQCH# AA24 B_AD36 G5 B_PCLK4 AF9
A_AD42 AD13 A_PIRQD# AB25 B_AD37 G3 B_PERR# V3
A_AD43 AE13 A_PLLCLKI M25 B_AD38 G1 B_PIRQA# AE1
A_AD44 AF13 A_PLLCLKO M24 B_AD39 H6 B_PIRQB# AD4
A_AD45 AG13 A_PME# AD7 B_AD40 H5 B_PIRQCH# AD3
A_AD46 AH13 A_PRESET# AC26 B_AD41 H4 B_PIRQD# AD2
A_AD47 AJ13  A_REQO# AC24 B_AD42 H3 B_PLLCLKI AE6
A_AD48 AD14 A_REQl# V24 B_AD43 H2 B_PLLCLKO AE7
A_AD49 AE14 A_REQ2# T25 B_AD44 H1 B_PME# AD6
A_AD50 AF14 A_REQ3# R26  B_AD45 J6 B_PRESET# AD1

Table 18: Alphabetical listing of signalsA_ACK64#to B_PRESET#.
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Sighal name
B_REQO#
B_REQ1#
B_REQ2#
B_REQ3#
B_REQ4#
B_REQ64#
B_SERR#
B_STOP#
B_TRDY#
CMPOVR
FREE1
FREE2
FREE3
FREE4
FREE5
FREE6
FREE7
FREE8
FREE9
FREE10
FREE12
FREE13
FREE14
FREE15
FREE16
FREE17
FREE18
FREE19
FREE20
FREE21
FREE22
HPSIC
HPSIL#
HPSOC
HPSOD
LDTCOMPO
LDTCOMP1
LDTCOMP2
LDTCOMP3
LDTSTOP#
LRACAD_NO
LRACAD_N1
LRACAD_N2
LRACAD_N3
LRACAD_N4
LRACAD_N5
LRACAD_N6
LRACAD_N7
LRACAD_N8
LRACAD_N9
LRACAD_N10
LRACAD_N11

Ball
AC4
AF1
AF6
AF7
AES8
P6
V2
V4
w1
A27
D4
AJ5
AG9
AJ8
F5
AD5
AJX
AD10
AJ3
D2
D1
E3
E4
AD9
AG1
AES
E1
E2
AG2
Al
AE9
AJ6
J26
AJ7
J25
B4
A3
B2
C3
c27
B25
A24
B23
A22
A20
B19
A18
B17
E24
D24
E22
D22

Sighal name
LRACAD_N12
LRACAD_N13
LRACAD_N14
LRACAD_N15
LRACAD_PO
LRACAD_P1
LRACAD_P2
LRACAD_P3
LRACAD_P4
LRACAD_P5
LRACAD_P6
LRACAD_P7
LRACAD_P8
LRACAD_P9
LRACAD_P10
LRACAD_P11
LRACAD_P12
LRACAD_P13
LRACAD_P14
LRACAD_P15
LRACLKO_N
LRACLKO_P
LRACLK1_N
LRACLK1 P
LRACTL_N
LRACTL_P
LRBCAD_NO
LRBCAD_N1
LRBCAD_N2
LRBCAD_N3
LRBCAD_N4
LRBCAD_N5
LRBCAD_N6
LRBCAD_N7
LRBCAD_PO
LRBCAD_P1
LRBCAD_P2
LRBCAD_P3
LRBCAD_P4
LRBCAD_P5
LRBCAD_P6
LRBCAD_P7
LRBCLKO_N
LRBCLKO_P
LRBCTL_N
LRBCTL_P
LTACAD_NO
LTACAD_N1
LTACAD_N2
LTACAD_N3
LTACAD_N4
LTACAD_N5

Ball
D20
E18
D18
E16
C25
A25
C23
A23
A21
C19
A19
C17
E25
C24
E23
C22
C20
E19
C18
E17
B21
C21
E20
E21
Al6
Al7
AD28
AC29
AB28
AA29
W29
V28
u29
T28
AD27
AD29
AB27
AB29
Y29
V27
V29
T27
Y28
Y27
R29
T29
A7
c7
A9
C9
Cl1
A13

Sighal name
LTACAD_N6
LTACAD_N7
LTACAD_N8
LTACAD_N9
LTACAD_N10
LTACAD_N11
LTACAD_N12
LTACAD_N13
LTACAD_N14
LTACAD_N15
LTACAD_PO
LTACAD_P1
LTACAD_P2
LTACAD_P3
LTACAD_P4
LTACAD_P5
LTACAD_P6
LTACAD_P7
LTACAD_P8
LTACAD_P9
LTACAD_P10
LTACAD_P11
LTACAD_P12
LTACAD_P13
LTACAD_P14
LTACAD_P15
LTACLKO_N
LTACLKO_P
LTACLK1_N
LTACLK1_P
LTACTL_NO
LTACTL_PO
LTBCAD_NO
LTBCAD_N1
LTBCAD_N2
LTBCAD_N3
LTBCAD_N4
LTBCAD_N5
LTBCAD_N6
LTBCAD_N7
LTBCAD_PO
LTBCAD_P1
LTBCAD_P2
LTBCAD_P3
LTBCAD_P4
LTBCAD_P5
LTBCAD_P6
LTBCAD_P7
LTBCLKO_N
LTBCLKO_P
LTBCTL_N
LTBCTL_P

Ball
C13
Al15
C6
E7
C8
E9
E1l
C12
E13
Cl14
A6
B7
A8
B9
B11
Al2
B13
Al4
D6
E6
D8
E8
E10
D12
E12
D14
All
A10
C10
D10
C15
B15
F29
F27
H29
H27
K27
M29
M27
P29
E29
F28
G29
H28
K28
L29
M28
N29
K29
J29
P27
P28

Signal name
NCO

NC1

NC2

NC3
NIOAIRQA#
NIOAIRQB#
NIOAIRQCH
NIOAIRQD#
P_CAL
P_CAL#
PWROK
REFCLK
RESET#
RSVDO
RSVD1
RSVD2
RSVD3
RSVD4
RSVD5
RSVD6
RSVD7
RSVD8
RSVD9
RSVD10
RSVD11
RSVD12
RSVD13
RSVD14
RSVD15
RSVD16
RSVD17
RSVD18
RSVD19
RSVD20
RSVD21
RSVD22
STRAPL2
STRAPL3
TEST
VDD12A
VDD12A
VDD12A
VDD12A
VDD12A
VDD12A
VDD12A
VDD12A
VDD12B
VDD12B
VDD12B
VDD12B
VDD12B

AMD-8131™ PCI-X Tunnel Data Sheet

Ball
AG4
AG5
AH3
AH4
F25
G24
G26
G25
AE3
AF2
C28
C29
B28
E14
E15
D16
C16
J27
K25
L24
L25
L27
N26
N27
R27
u26
u27
W24
W25
W26
W27
Y25
AA25
AA26
AA27
AC27
B27
H25
D27
H10
H18
Ji1
Ji7
K10
K18
L11
L17
L19
L21
M18
M20
V18

Table 19: Alphabetical listing of signalsB_REQO#to VDD18.

Sighal name
VDD12B
VDD12B
VDD12B
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18
VDD18

Ball
V20
W19
W21
AA23
AC28
AD26
B12
B16
B20
B24
B8
D11
D15
D19
D23
D7
F10
F12
Fl14
F16
F18
F20
F22
F24
F8
G11
G13
G15
G17
G19
G21
G23
G28
G7
G9
H12
H14
H16
H20
H22
H26
H8
J13
J15
J19
J21
J23
K12
K14
K16
K20
K22
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Signal Ball  Signal Ball Signal name Ball  Signal Ball  Signal Ball  Signal Ball  Signal Ball

name name name name name name

vDD18 L13 VvVDD33 AA1l7 VDD33 P8 VSS AB7 VSS D3 VSS K19 VSS R8
vDD18 L15 VvVDD33 AA19 VDD33 R11  VSS AB9 VSS D5 VSS K2 VSS T11
vVDD18 L23 VvVDD33 AA21 VDD33 R7 VSS AC10 VSS D9 VSS K21 VSS T13
vDD18 L28 VvVDD33 AA7 VDD33 R9 VSS ACl12 VSS E26 VSS K23 VSS T15
vDD18 M12 VDD33 AA9 VDD33 T10 VSS ACl14 VSS E27 VSS K26 VSS T17
vDD18 M14 VDD33 AB10 VDD33 T4 VSS ACl16 VSS E28 VSS K7 VSS T19
vDD18 M16 VDD33 ABl12 VDD33 T6 VSS AC18 VSS E5 VSS K9 VSS T2
vDD18 M22 VDD33 AB14 VDD33 T8 VSS AC20 VSS F11  VSS L10 VSS T21
vDD18 M26 VDD33 AB16 VDD33 Ul VSS AC22 VSS F13  VSS L12 VSS T23
vVDD18 N13 VvDD33 AB18 VDD33 u7 VSS AC8 VSS F15 VSS L14 VSS T7
vVDD18 Ni15 VvVDD33 AB20 VDD33 u9 VSS AD15 VSS F17  VSS L16 VSS T9
vVDD18 N17 VvVDD33 AB22 VDD33 V10 VSS AD21 VSS F19 VSS L18 VSS u10
vVDD18 N19 VvVDD33 AB4 VDD33 V8 VSS AD8 VSS F21  VSS L20 VSS u12
vVDD18 N21 VvDD33 AB6 VDD33 W1l VSS AE10 VSS F23 VSS L22 VSS ui4
vVDD18 N23 VvDD33 AB8 VDD33 W13 VSS AE2 VSS F26  VSS L8 VSS u16
vDD18 P12 VDD33 ACl1 VDD33 W15 VSS AE26 VSS F6 VSS M11 VSS ui1s
vDD18 P14 VDD33 AC13 VDD33 W17 VSS AE27 VSS F7 VSS M13 VSS u20
vDD18 P16 VDD33 AC15 VDD33 w4 VSS AE28 VSS F9 VSS M15 VSS u22
vDD18 P18 VvVDD33 AC1l7 VDD33 w7 VSS AE29 VSS G10 VSS M17 VSS uz28
vDD18 P20 VDD33 AC19 VDD33 W9 VSS AF10 VSS Gl2 VSS M19 VSS us
vDD18 P22 VDD33 AC21 VDD33 Y10 VSS AG10 VSS Gl4 VSS M21 VSS Vil
vVDD18 R13 VvVDD33 AC23 VDD33 Y12 VSS AH10 VSS Gl6 VSS M23 VSS V13
vDD18 R15 VvVDD33 AC7 VDD33 Y14 VSS AH12 VSS G18 VSS M7 VSS V15
vDD18 R17 VvDD33 AC9 VDD33 Y16 VSS AH15 VSS G2 VSS M9 VSS V17
vDD18 R19 VvVDD33 AD12 VDD33 Y18 VSS AH18 VSS G20 VSS N10 VSS V19
vDD18 R21 VvVDD33 AD18 VDD33 Y20 VSS AH2 VSS G22 VSS N12 VSS \ak
vVDD18 R23 VvVDD33 AD24 VDD33 Y22 VSS AH21 VSS G27 VSS N14 VSS V23
vVDD18 R28 VDD33 AE4 VDD33 Y8 VSS AH24 VSS G6 VSS N16 VSS V26
vDD18 T12 VvVDD33 AFl12 VDD33 H24 VSS AH27 VSS G8 VSS N18 VSS V7

vVDD18 T14 VDD33 AF15 VDDAI18 AF29 VSS AH5 VSS H11 VSS N2 VSS V9
vVDD18 T16 VDD33 AF18 VDDAI18 AG29 VSS AH8 VSS H13 VSS N20 VSS W10

vDD18 T18 VDD33 AF21 VSS A26 VSS AH9 VSS H15 VSS N22  VSS w12
vVDD18 T20 VvVDD33 AF24 VSS A4 VSS B10 VSS H17 VSS N28 VSS w14
vVDD18 T22 VDD33 AF27 VSS A5 VSS B14 VSS H19 VSS N6 VSS W16
vVDD18 T26 VDD33 AF5 VSS AA10 VSS B18 VSS H21 VSS N8 VSS w18
vDD18 U13 VvVDD33 AF8 VSS AA12 VSS B22 VSS H23 VSS P11 VSS w2
vDD18 U1l5 VDD33 AG3 VSS AAl14 VSS B26 VSS H7 VSS P13  VSS W20
vDD18 Ul7 VDD33 G4 VSS AA16 VSS B3 VSS H9 VSS P15 VSS w22
vDD18 U19 VvDD33 J7 VSS AA18 VSS B5 VSS J10 VSS P17  VSS W6
vDD18 U21 VvDD33 JX9 VSS AA20 VSS B6 VSS J12 VSS P19  VSS w8
vVDD18 U23 VDD33 K4 VSS AA22 VSS C1l VSS Ji4 VSS P21 VSS Yl
vDD18 V12 VvVDD33 K6 VSS AA28 VSS Cc2 VSS J16 VSS P23 VSS Y13
vDD18 V14 VDD33 K8 VSS AA8 VSS C26 VSS Ji8 VSS P26 VSS Y15
vDD18 V16 VvVDD33 L7 VSS ABl11 VSS Cc4 VSS J20 VSS P7 VSS Y17
vVDD18 V22 VDD33 L9 VSS AB13 VSS C5 VSS J22 VSS P9 VSS Y19
vDD18 W23 VDD33 M10 VSS AB15 VSS D13 VSS J24 VSS R10 VSS Y21
vVDD18 W28 VDD33 M8 VSS AB17 VSS D17 VSS J28 VSS R12 VSS Y23
vVDD18 Y24 VvDD33 NI11 VSS AB19 VSS D21 VSS J8 VSS R14 VSS Y7
VDD18 Y26 VDD33 N4 VSS AB2 VSS D25 VSS K11 VSS R16 VSS Y9
VDD33 AAl1l VDD33 N7 VSS AB21 VSS D26 VSS K13 VSS R18

VDD33 AA13 VDD33 N9 VSS AB23 VSS D28 VSS K15 VSS R20

VDD33 AA15 VDD33 P10 VSS AB26 VSS D29 VSS K17 VSS R22

Table 20: Alphabetical listing of signalsVDD18to VSS.
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8 Package Specification
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GENERAL NOTES

1. All dimensions are specified in millimeters (mm).
2. Dimensioning and tolerancing per ASME-Y 14.5M-1994.
This corner which consists of a triangle on both sides

of the package identifies ball A1 corner and can be used for
handling and orientation purposes.

4. Symbol "M" determines ball matrix size and "N" is number of balls.
ADimension "b" is measured at maximum solder ball diameter
on a plane parallel to datum C.
"x" in front of package variation denotes non-qualified package
per AMD 01-002.3.

7. The following features are not shown on drawings:

a) Marking on die, label on package
b) Laser elements
c) Die and passive fudicials

Figure 14: Package mechanical drawing.
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9 Test

The IC includes the following test modes.

AMD-8131™ PCI-X Tunnel Data Sheet

Mode TEST| A_REQ2# | A_REQ1# | A_REQO# |Notes
Operational 0 X X X
High impedance 1 0 0 0
NAND tree 1 0 0 1

Table 21: Test modes.

9.1 High Impedance Mode

In high-impedance mode, al the signals of the IC are placed into the high-impedance state.

9.2 NAND Tree Mode

There are several NAND treesin the |C. Some of theinputs are differential (e.g., LR[B, A] pins); for these, the
_Pand _N pairs of signals are converted into asingle signal that is part of the NAND tree, as shown in
Signal_3 in the following diagram.

to output signal

Output signal
NAND Tree Mode

Figure 15: NAND tree.
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AMD-8131™ PCI-X Tunnel Data Sheet

NAND tree 1: output signal is B_REQJ[3]#. However, the gate connected to the last signal in thisNAND tree
(LDTCOMP[3]) isan AND gate rather than aNAND gate; so the expected output of thisNAND treeis
inverted compared to the other NAND trees.

LRBCLKO_[PN]

LRBCAD_[PN][0]
LRBCAD_[PN][1]
LRBCAD_[PN][2]
LRBCAD_[PN][3]
LRBCAD_[PN][4]
LRBCAD_[PN][5]
LRBCAD_[PN][6]
LRBCAD_[PN][7]
10 LRBCTL_[PN]

© 00 N O o~ W NP

1
12
13
14
15
16
17
18
19
20

LTBCLKO P

LTBCLKO_N

LTBCAD_P[0]
LTBCAD_NJO]
LTBCAD_P[1]
LTBCAD_N[1]
LTBCAD_P[2]
LTBCAD_NI[2]
LTBCAD_P[3]
LTBCAD_NI[3]

NAND tree 2: output signal isB_REQ[2]#.

LRACLKO_[PN]
LRACLKZ [PN]
LRACAD_[PN][0]
LRACAD_[PN][8]
LRACAD_[PN][1]
LRACAD_[PN][9]
LRACAD_[PN][2]
LRACAD_[PN][10]
LRACAD_[PN][3]
LRACAD_[PN][11]
LRACAD_[PN][4]
LRACAD_[PN][12]
LRACAD_[PN][5]
LRACAD_[PN][13]
LRACAD_[PN][6]
LRACAD_[PN][14]
LRACAD_[PN][7]
LRACAD_[PN][15]
LRACTL_[PN]
LTACLKO_P

© 0 N O 0o WN B

N B R R R R R R R R
© © N O U~ WNPRP O

21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40

LTACLKO N
LTACLK1 P
LTACLK1 N
LTACAD_P{[0]
LTACAD_N[0]
LTACAD_P[8]
LTACAD_N[8§]
LTACAD_P[1]
LTACAD_N[1]
LTACAD_P[9]
LTACAD_N[9]
LTACAD_P[2]
LTACAD_N[2]
LTACAD_P[10]
LTACAD_N[10]
LTACAD_P[3]
LTACAD_N[3]
LTACAD_P[11]
LTACAD_N[11]
LTACAD_P{4]

21
22
23
24
25
26
27
28
29
30

41
42
43

45
46
47
48
49
50
51
52
53
54
55

57

LTBCAD_P[4]
LTBCAD_N[4]
LTBCAD_P[5]
LTBCAD_N[5]
LTBCAD_P[6]
LTBCAD_N[6]
LTBCAD_P[7]
LTBCAD_N[7]
LTBCTL_P

LTBCTL_N

LTACAD_N[4]
LTACAD_P[12]
LTACAD_N[12]
LTACAD_P{5]
LTACAD_N[5]
LTACAD_P[13]
LTACAD_N[13]
LTACAD_P[6]
LTACAD_N[6]
LTACAD_P[14]
LTACAD_N[14]
LTACAD_P{7]
LTACAD_N[7]
LTACAD_P[15]
LTACAD_N[15]
LTACTL_P
LTACTL_N

31 LDTCOMP[2]
32 LDTCOMP[3]
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NAND tree 3: output signal isB_REQ[1]#.

© 00 N o o B~ W NP

NN PR R R R R R R R R
B O © 0 N o 00> wiN P O

B_AD[32]
B_AD[36]
B_AD[33]
B_AD[34]
B_AD[39]
B_AD[35]
B_AD[37]
B_AD[40]
B_AD[41]
B_AD[38]
B_AD[45]
B_AD[42]
B_AD[46]
B_AD[43]
B_AD[44]
B_AD[47]
B_AD[48]
B_AD[49]
B_AD[50]
B_AD[51]
B_AD[52]

22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42

B_AD[54]
B_AD[55]
B_AD[53]
B_AD[56]
B_AD[57]
B_AD[58]
B_AD[60]
B_AD[59]
B_AD[61]
B_AD[62]
B_AD[63]
B_PAR64
B_CBE_L[4]
B_CBE_L[5]
B_CBE_L[6]
B_CBE_L[7]
B_REQ64#
B_ACK64#
B_AD[0]
B_AD[1]
B_AD[2]

5 & R &

& &

51
52
53
54
55
56
57
58

60
61
62
63

B_AD[3]
B_AD[8]
B_CBE_L[0]
B_AD[7]
B_AD[6]
B_AD[5]
B_AD[4]
B_AD[9]
B_M66EN
B_AD[10]
B_AD[1]]
B_AD[12]
B_AD[13]
B_AD[14]
B_AD[15]
B_CBE_L[1]
B_PAR
B_SERR#
B_PERR#
B_STOP#
B_TRDY#

64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83

AMD-8131™ PCI-X Tunnel Data Sheet

B_DEVSEL#
B_IRDY#
B_CBE_L[2]
B_AD[16]
B_FRAME#
B_AD[17]
B_AD[21]
B_AD[1§]
B_AD[22]
B_AD[19]
B_AD[23]
B_AD[20]
B_CBE_L[3]
B_AD[26]
B_AD[27]
B_AD[29]
B_AD[24]
B_AD[30]
B_PRESET#
B_AD[25]
B_AD[3]]

85
86
87
88
89

91
92
93

95
96
97
98
99
100
101
102
103
104

B_PIRQD#
B_PIRQA#
B_AD[2]
B_PIRQC#
B_GNT[0}#
B_PIRQB#
B_PCLK[1]
B_PCLK][O]
B_GNT[1]#
B_PLLCLKI
B_GNT[2J#
B_PCLK[2]
HPSIC
B_PLLCLKO
B_REQ[4]#
B_GNT[3]#
B_PCLK[4]
B_GNT[4]#
B_PCLK[3]
HPSOC
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NAND tree 4: output signal isA_REQ[3]#.

1 A_AD[32] 22 A_AD[53] 43 A_ADI5] 64 A _TRDY# 85 A_GNT[OJ#

2 A_AD[33] 23 A_AD[54] 44 A_ADI6] 65 A_FRAME# 86 A_PRESET#
3 A_AD[34] 24 A_AD[55] 45 A_ADI[2] 66 A_IRDY# 87 A_PCLK[O]

4 A_AD[35] 25 A_AD[56] 46 A_AD[1] 67 A CBE L[2] 88 A_PIRQD#

5 A_AD[36] 26 A_AD[62] 47 A _CBE L[0] 68 A_AD[1§] 89 A _PIRQCH

6 A_AD[37] 27 A_AD[6]] 48 A_ADI8] 69 A CBE L[3] 90 A_PIRQB#

7 A_AD[38] 28 A_AD[60] 49 A_ADI9] 70 A_AD[27] 91 A _GNT[1]#

8 A_AD[39] 29 A_AD[59] 50 A_MG66EN 71 A_AD[16] 92 A _PIRQA#

9 A_AD[40] 30 A_AD[5§] 51 A_AD[7] 72 A_AD[19] 93 A_PCLK[1]

10 A_AD[4] 31 A_AD[57] 52 A_AD[11] 73 A_AD[24] 94 A _GNT[2J#

11 A_AD[42] 32 A_CBE L[4] 53 A_AD[12] 74 A_AD[29] 95 A_PCLK[2]

12 A_AD[43] 33 A_CBE_L[5] 54 A_AD[13] 75 A_AD[20] 9 A_PCLK[3]

13 A_AD[44] 34 A_CBE_L[f] 55 A_AD[10] 76 A_ADI[25] 97 A_GNT[3J#

14 A_AD[45] 35 A_CBE_L[7] 56 A_AD[14] 77 A_AD|[28] 98 A _GNT[4]#

15 A_AD[46] 36 A_PARG4 57 A_AD[15] 78 A_AD[21] 99 A_PCLK[4]

16 A_AD[47] 37 A_AD[63] 58 A_CBE L[] 79 A_AD[26] 100 A_PLLCLKI
17 A_AD[48] 38 A_ADI(] 59 A_PAR 80 A_AD[22] 101 A_REQ[4]#

18 A_AD[49] 39 A_ACK64# 60 A_SERR# 81 A_ADI[30] 102 A_PLLCLKO
19 A_AD[50] 40 A REQB4# 61 A_STOP# 82 A_AD[31] 103 A_COMPAT
20 A_AD[51] 41 A_AD[4] 62 A_PERR# 83 A_AD[17]

21 A_AD[52] 42 A_AD[3] 63 A_DEVSEL# 84 A_AD[23]

NAND tree 5: output signal isB_REQ[0]#.

1 HPSOD 6 NIOCAIRQB# 11 RESET#

2 HPSIL# 7 REFCLK 12 STRAPL[Z2]
3 STRAPL[3] 8 NIOAIRQA# 13 CMPOVR
4 NIOAIRQC# 9 PWROK

5 NIOAIRQD# 10 LDTSTOP#

Notes:

* [B, A]_PCIXCAPR, A_REQ[2:0]#, TEST, LDTCOMP[1:0], P_CAL, P_CAL#, [B, A]_PME# are not
included in the NAND trees.

» Whilein NAND-tree mode, the link and PCI-X compensation is placed at a“mid-band” value.

e Internal PLLs are disabled by placing them in bypass mode

10 Appendix
10.1 Revision History

Revision 3.01
 |nitia Release.
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